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The popular weighted maximum likelihood estimator for endogenous

stratified samples requires knowledge on the population proportions of

each stratum. In this paper we extend their estimator for cases where such

information is not available.

I. Introduction

In many research settings, economists are often

interested in estimating parametric models based on

endogenously stratified samples (ESS), where the

probability of being sampled depends on the value of

the variable of interest. Although several estimators

have been proposed to deal with ESS (see inter alia

Cosslett, 1981; Manski and McFadden, 1981; Imbens

and Lancaster, 1996), certainly due to its simplicity,

only Manski and Lerman’s (1977) weighted max-

imum likelihood (WML) estimator has been widely

used in empirical work (e.g. Artis et al., 1999; Early,

1999; Kitamura et al., 2003). However, this estimator

may only be employed in cases where the proportions

of each stratum in the population are known. In this

article, we propose a simple extension of the WML

estimator for cases where this information is not

available, suggesting a generalized method of

moments (GMM) estimator that uses as moment

conditions the same weighted score functions that

define the WML estimator and, in addition, a

weighted version of the equations that define the

nonparametric maximum likelihood (ML) estimator

of the population strata probabilities under random
sampling (RS). The weights used in both cases are the
same.

The article is organized as follows. Section II
briefly reviews the main characteristics of ESS.
Section III describes the new weighted GMM
estimator. Section IV investigates its performance
in finite samples through a Monte-Carlo simulation
study. Finally, Section V presents some concluding
remarks.

II. Endogenous Stratified Samples

Consider a sample of i¼ 1, . . . ,N individuals and let
Y be the variable of interest, continuous or discrete
and X a vector of k exogenous variables. Both Y and
X are random variables defined on Y � X with
population joint density function

fðy, x; �Þ ¼ fðyjx, �ÞfðxÞ ð1Þ

where the conditional density function f(y|x, �) is
known up to the parameter vector � and the marginal
density function f(x) is unknown. Our interest is
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estimation of and inference on the parameter vector �
in f(y|x, �).

Assume that the population of interest is divided

into J nonempty and possibly overlapping strata.

Each stratum is designated as Cs ¼ Ys �X , with

s 2 S, S ¼ f1, . . . , Jg and Ys defined as the subset of Y

for which the observation y lies in Cs. The proportion

of the stratum s in the population is given by

Qs ¼

Z
X

Z
Ys

fðy, x; �Þdy dx ð2Þ

where Qs(�)>0.
One of the mechanisms which may be employed

for drawing an ESS is the so-called multinomial

sampling. In this sampling scheme, considered, for

example, by Manski and Lerman (1977) and Manski

and McFadden (1981), the stratum indicators S are

drawn independently from a multinomial distribu-

tion. The sampling agent randomly selects a stratum

Cs with a pre-defined probability Hs, where Hs>0

and
P

s2SHs ¼ 1 and, then, randomly samples from

that stratum. In this setting, the variable of interest,

the covariates and the stratum indicator are observed

according to

hð y, x, sÞ ¼
Hs

Qs
fðyjx, �ÞfðxÞ ð3Þ

III. Weighted GMM Estimation

Manski and Lerman’s (1977) WML estimator results

from solving the just-identified system of k equations

gð�Þ ¼
Qs

Hs
gð�ÞRS ð4Þ

where gð�ÞRS � r� ln fðyjx, �Þ are the score functions

that define the random sampling maximum liklihood

(RSML) estimator for �. Note that under ESS, as the

data are observed according to h(y, x, s) of (3), while

E[g(�)RS] 6¼ 0 in general, E[g(�)]¼ 0 since the weight

factor (Qs/Hs) promotes the reconstruction of

the population structure. As it is clear from (4),

application of the WML estimator presumes

knowledge of Qs.
In this article, we assume that there is no

information available on Qs and propose an exten-

sion of the WML estimator for such case. Namely, we

propose a weighted GMM (WGMM) that treats Qs

as unknowns to be estimated simultaneously with the

parameters of interest �. Let Q0 ¼ ðQ1,Q2, . . . ,QJÞ
0

be a J-dimensional vector containing the population

strata probabilities and �0 ¼ (�0,Q0) be the (kþ J )-

dimensional vector of parameters to be estimated.

A set of at least (kþ J ) moment indicators is required
to estimate �. In addition to the k functions (4) that
define the WML estimator, where Qs is no longer
replaced by its true value, we suggest the J moment
indicators

gðQÞ ¼
Qs

Hs
gðQÞRS ð5Þ

where gðQtÞRS � Qt �
R
Yt
fðyjx, �Þdy are the estimat-

ing functions that define the RSML estimators
Q̂t ¼ N�1

PN
i¼1

R
Yt
fðyijxi, �̂Þdy, t¼ 1, . . . , J, which

use the empirical distribution function as the non-
parametric ML estimator of f(x), see (2). Again, it is
straightforward to show that, under ESS, while
E [g (Q)RS] 6¼ 0 in general, E [g(Q)]¼ 0:

E ½gðQtÞ� ¼
X
s2S

Z
X

Z
Ys

Qs

Hs
gðQtÞRS

Hs

Qs
fðyjx,�ÞfðxÞdydx

¼
X
s2S

Z
Ys

Z
Ys

Qs

Hs
Qt

Hs

Qs
fðyjx,�ÞfðxÞdydx

�
X
s2S

Z
Ys

Z
Ys

Z
Yt

Qs

Hs
fðyjx,�Þdy

Hs

Qs
fðyjx,�ÞfðxÞdydx

¼Qt

X
s2S

Z
Yt

Z
Yt

fðyjx,�ÞfðxÞdydx

�

Z
Yt

Z
Yt

fðyjx,�ÞfðxÞdxdy
X
s2S

Z
Ys

fðyjx,�Þdy

¼Qt�Qt ¼ 0, t¼ 1, . . . ,J

Let g(y, x, s,�)0 � [g(�)0, g(Q)0], ĝð�Þ �
PN

i¼1 gðyi, xi,
si,�Þ=N and Ŵ denote a symmetric, positive definite
matrix that converges almost surely to a nonrandom,
positive definite matrix W. As the number of moment
conditions and unknown parameters is identical, an
efficient GMM estimator is defined by

�̂ ¼ argmin
�2B

ĝð�Þ0Ŵ�1ĝð�Þ ð6Þ

where B denotes the parameter space. Under suitable
regularity conditions, see Newey and McFadden
(1994), we have

ffiffiffiffi
N

p
ð�̂� �0Þ �!

d
N 0, ðG0��1GÞ�1
� �

ð7Þ

where G � E ½r�gðy, x, s,�Þ�, � � E ½gðy, x, s,�Þg
ðy, x, s,�Þ0� and �!

d
denotes convergence in

distribution.

IV. Monte-Carlo Simulation Study

To investigate the performance of the WGMM
estimator in finite samples, we carried out a small
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Monte-Carlo analysis of some particular examples
based on Cosslett’s (1981) design. In all experiments,
we deal with binary data with two strata: stratum 0,
containing individuals who respond Y¼ 0 and
stratum 1, containing individuals who respond
Y¼ 1. We consider logit models, where
Pr(Y¼ 1|x, �)¼ 1/(1þ exp(�x�)), with x generated
according to the normal distribution Nð2, 0:5Þ and �
fixed as �1.81044, �1.24301, �0.73171, �0.43284,
�0.20376, or 0, giving rise to six different values of
Q1: 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5. In all cases, the
sampling proportion of both strata is the same:
H1¼H0¼ 0.5. We computed three estimators: the
RSML estimator, which, since in our design there is
no intercept, is consistent only for Q1¼ 0.5; the
Manski and Lerman’s (1977) WML estimator, which
assumes Q1 known; and the WGMM estimator
derived in this article, which estimates Q1 simulta-
neously with �. All experiments were based on 5000
replications, which were computed using the package
S-Plus.

Table 1 reports the median bias and the
standard deviation (SD) across replications for
each estimator. Apart from the case where the
proportions of the strata coincide in the population
and in the sample, where it is approximately
unbiased, the RSML estimator is clearly upwardly
biased in all the other experiments, displaying
biases ranging from 85.8 to 88.7%.

In contrast, both the weighted estimators are either
unbiased or, in the case of the WGMM estimator,
exhibit only small distortions for the smallest values
of Q1. The WGMM estimator for Q1 is also
approximately unbiased. However, the gain in preci-
sion that results from knowledge on Q1 is enormous.
Thus, the usefulness of the WGMM estimator is
confined to cases where the population strata
probabilities are unknown.

V. Concluding Remarks

In this article, we have proposed a WGMM
estimator to deal with ESS when the marginal
strata probabilities in the population are unknown.
The use of this new estimator in empirical work is
straightforward, since it merely requires that a new
set of estimating equations, which employs the
same weights as those used by the popular Manski
and Lerman’s (1977) WML estimator, is considered
for the estimation of the proportion of the strata
in the population of interest. The WGMM
estimator may also be used in cases where the
marginal strata probabilities are known. In such

cases, the same moment indicators given in (4) and

(5) may be used but with the vector Q replaced by

its known value. As more information is included

in the estimation procedure, the resultant

estimator is more efficient than the WML
estimator.
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