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“I repeat that we are explanation­seeking animals who tend to think that everything has an
identifiable cause and grab the most apparent one as the explanation. Yet there may not be
a visible cause; to the contrary, frequently there is nothing, not even a spectrum of possible

explanations”

―Nassim Nicholas Taleb, The Black Swan: The Impact of the Highly Improbable
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Abstract

Blood donations are essential to save innumerous lives on a global scale on a daily basis. Without blood
donations, many medical procedures cannot take place. Thus, the study of what motivates blood donors
to donate and how they behave is important to ensure a stable and safe blood supply.

Several studies tried to understand the most important factors for blood donor return, by using mainly
logistic regression models. Those studies identified several donor demographic characteristics as impor­
tant factors to describe donors’ future behaviour. However, in this dissertation it is argued that if models
have a poor performance in the task for which they are trained for, the conclusions taken from them may
be erroneous. Thus, this dissertation presents a contribution for the study of understanding blood donor
behaviour by using the most recent machine learning, evaluation and interpretability techniques.

In this dissertation, several machine learning experiments are implemented aiming to predict blood
donors return one year following a given donation, gaining insights about blood donors future behaviour
and which factors influence it the most. Primarily, the blood donations dataset is split according to several
geographic characteristics. Each segment is further split into blood donations from new and experienced
donors (i.e. those who donated more than once). For experienced donors several features regarding
their past behaviour are computed. Finally, different machine learning models are trained on top of each
segment.

Our results suggest that donor’s demographics, as well as features regarding the donation, are not
enough to predict donor return. As such, it is not possible to estimate the impact that donor’s demo­
graphics have on donor’s future behaviour. However, models trained over experienced donors performed
significantly better than those trained over new donors data, due to the impact of past behaviour features.
However, even with past behaviour features the machine learning models do not achieve outstanding
scores in predicting donor future behaviour, and, as such, this work demonstrates that both demographics
and past behaviour features are insufficient to accurately explain future behaviour.

Keywords: Blood Donor; blood donation; machine learning;
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Resumo Alargado

Doações de sangue são uma componente essencial dos sistemas de saúde. Sem doações de sangue, muitos
dos procedimentos médicos dados como garantidos não se podem realizar. Uma oferta constante de
sangue é necessária de modo a assegurar que os hospitais têm acesso a sangue suficiente para cobrir
todas as suas necessidades. Recentemente têm­se observado alterações na demografia de vários países
desenvolvidos, com as taxas de natalidade a decrescer, a esperança média de vida a aumentar e, con­
sequentemente, a um envelhecimento da população. Uma população mais envelhecida traduz­se num
aumento de síndromes e doenças crónicas, levando posteriormente ao aumento da procura por doações
de sangue. Posto isto, e de modo a assegurar uma oferta constante de sangue, é imperativo estudar o
comportamento dos dadores, bem como o que os motiva a continuar a doar.

De modo a perceber o comportamento dos dadores de sangue diversos estudos têm utilizado técnicas
de modelação e previsão para compreender o seu comportamento futuro. A maioria dos estudos uti­
lizam regressões logísticas, de modo a prever se um determinado dador iria voltar um ano após uma dada
doação. Posteriormente, os coeficientes de regressão têm sido analisados de modo a perceber como de­
terminadas características impactam o comportamento futuro dos dadores. Diversos estudos identificam
fatores demográficos como importantes para um dador voltar a doar, tais como a idade, o género, o peso
corporal ou a profissão.

No entanto, nenhum destes estudos providencia métricas de desempenho dos seus modelos de pre­
visão. Nesta dissertação argumenta­se que se os modelos preditivos têm um mau desempenho na tarefa
para o qual são treinados, então as conclusões retiradas destes podem ser erróneas. Para além disso,
os estudos acima mencionados utilizaram, na sua maioria, centenas ou poucos milhares de registos de
doações de sangue. Neste sentido, esta dissertação apresenta uma contribuição para o estudo do compor­
tamento dos dadores de sangue ao utilizar as mais recentes técnicas de modelação, previsão e avaliação
de modelos preditivos, bem como ao utilizar um número consideravelmente maior de registos de doações
de sangue, quando comparado aos estudos relacionados.

Diversos modelos de aprendizagem automática são implementados, de modo a prever se um determi­
nado dador volta a doar um ano após uma dada doação. A literatura demonstra que, em diversos países,
o comportamento dos dadores de sangue tende a mudar de acordo com a zona geográfica onde a doação
é feita. Por exemplo, existe evidência de que dadores que doam em zonas rurais tendem a doar mais
frequentemente do que aqueles que doam em zonas urbanas. Posto isto, nesta dissertação as doações
de sangue são segmentadas de acordo com diversos critérios geográficos, de modo a analisar se existem
diferentes comportamentos/padrões de doação em diferentes segmentos.
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De seguida, cada segmento é dividido em doações de novos dadores e de dadores experientes (aqueles
que doaram mais que uma vez). Diversas entidades nacionais e internacionais responsáveis por gestão
de sangue aconselham a que o estudo do comportamento dos dadores seja segmentado de acordo com
dadores novos e experientes. Deste modo, é possível perceber e modelar o comportamento destes gru­
pos, bem como entender quais os fatores mais importantes para doações futuras entre estes dois tipos de
dadores, e se estes são diferentes entre si. Por último, diversos modelos de aprendizagem automática são
treinados sob cada segmento.

Os dados utilizados na presente dissertação foram disponibilizados pelo Instituto Português do
Sangue e da Transplantação (IPST), e correspondem a milhões de doações de sangue realizadas em
Portugal. As tarefas de aprendizagem automática realizadas podem ser descritas como tarefas de classifi­
cação binária, que têm como objetivo prever se um determinado dador volta a doar um ano após uma dada
doação. Para tal, diversas características demográficas dos dadores – tais como idade, género, situação
laboral, estado civil e tipo de sangue – são utilizadas como variáveis independentes. Para além destas
variáveis, são também utlizadas variáveis relacionadas com a doação em si, referentes ao local e quando
a doação foi realizada.

Adicionalmente, a literatura apresenta evidências de que para dadores experientes, variáveis rela­
cionadas com o seu comportamento passado são as mais importantes para modelar o comportamento
futuro. Consequentemente, diversas variáveis relacionadas com o comportamento passado são proces­
sadas para dadores experientes.

Os resultados obtidos revelam que, ao contrário do que foi anteriormente documentado na literatura,
factores demográficos e informação específica da doação em si são insuficientes para prever com precisão
o comportamento futuro dos dadores. Para além disso, não são registadas diferenças consideráveis entre
modelos treinados sobre diferentes segmentos geográficos.

No entanto, é possivel diferenças significativas no desempenho demodelos treinados sobre os dadores
novos e os dadores experientes – estes últimos apresentando um melhor desempenho. Utilizando as
técnicas mais recentes de interpretabilidade de modelos de classificação, observa­se que as variáveis
mais importantes para prever o comportamento futuro de dadores experientes são as variáveis referentes
ao seu comportamento passado, o que se encontra em linha com a literatura existente. Porém, dadas as
métricas de desempenho dos modelos treinados sobre dadores experientes e a análise feita às mesmas,
não é possível afirmar que os modelos conseguem claramente distinguir entre aqueles que voltam passado
um ano e aqueles que não voltam.

Não obstante, duas experiências são desenhadas e implementadas de modo a despistar o real impacto
das variáveis referentes ao comportamento passado dos dadores experientes na tarefa de prever o seu
comportamento futuro. Numa primeira experiência, estas variáveis são removidas dos dados de treino e
novos modelos são treinados. Os resultados desta experiência demonstram que o desempenho dos clas­
sificadores decresce significativamente quando estas variáveis são removidas, o que realça a importância
das mesmas. Uma segunda experiência é desenhada na qual apenas as variáveis do passado são utilizadas
como dados de treino. Os resultados demonstram que não existem diferenças significativas entre os clas­
sificadores treinados com todas as variáveis (demografia do dador, informação da doação e variáveis do
passado), e aqueles treinados apenas com variáveis do passado.
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Posto isto, é provável que o comportamento dos dadores seja modelado por variáveis que não es­
tão presentes nos dados. Outra hipótese é que o fenómeno de doar sangue tenha um elevado grau de
aleatoriedade. Graus elevados de aleatoriedade num fenómeno geram dados com elevados níveis de het­
erogeneidade, o que dificulta a tarefa de aprendizagem por parte dos modelos. De modo a avaliar o
grau de heterogeneidade dos dados e a encontrar grupos homogéneos de dadores de sangue, técnicas de
aprendizagem não supervisionada são utilizadas.

Dois grupos de novos dadores são encontrados. O primeiro grupo contém dadores tendencialmente
mais novos, que doam durante a semana, tendencialmente nas grandes áreas metropolitanas ou capitais
de distrito. O segundo grupo contém dadores tendencialmente mais velhos, que fizeram a sua primeira
doação ao fim­de­semana, maioritariamente fora das grandes áreas metropolitanas e capitais de distrito, e
que apresentam uma probabilidade significativamente maior de voltarem para uma segunda doação, em
comparação com os elementos do primeiro grupo.

Dois grupos de dadores experientes foram também encontrados, tendo o algoritmo feito o agrupa­
mento maioritariamente com base na sua experiência passada. O primeiro grupo contém dadores com
um número significativamente maior de doações passadas, e com um maior número médio de doações
por ano. Estes dadores são tendencialmente do sexo masculino, mais velhos, casados e empregados. O
segundo grupo contém dadores que fizeram um número significativamente menor de doações no pas­
sado, e que tendem a doar menos frequentemente em comparação com o primeiro grupo. Este grupo
contém uma percentagem significativamente maior de dadores do sexo feminino, solteiros, mais novos e
estudantes, em comparação com os elementos do primeiro grupo.

Palavras­chave: Dador de Sangue; doação de sangue; aprendizagem automática;
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Chapter 1

Introduction

This chapter provides an overview about the importance of blood donation to the health sector, as well as
the importance of understanding which factors contribute most to the donors return. We address how the
state of the art literature approaches this problem, and how in the present work we contribute to overcome
their shortcomings and limitations.

1.1 Overview

Blood is a scarce resource, and its role in healthcare is fundamental, with blood donations being essential
to save innumerous lives on a global scale on a daily basis.

It is estimated that 85 million blood transfusions are carried out annually across the globe, translat­
ing to nearly three blood transfusions per second [106]. Without blood donations, many of the medical
procedures we otherwise take for granted could not occur. However, blood centers all over the world are
suffering from a high shortage of blood supply [4]. The modern lifestyle, ever­increasing mobility and
accompanying higher accident rates, and incidences of natural and human­made disasters (such as wars,
earthquakes, etc.) have led to an ever­rising demand for blood transfusions [4]. The margin between
blood supply and blood transfusion is now narrower than it has ever been in the last two decades [76].
This has led some experts to predict that, in the absence of appropriate interventions, total demand for
red blood cells will surpass total supply in the near future [76].

Onemajor factor to take into account while considering the needs of bloodmanagement is the changes
observed in the demographics of developed countries. Most European countries are currently seeing
an increasing number of senior inhabitants, while at the same time the number of young inhabitants is
decreasing. This development may lead to a serious imbalance between blood supply and consumption
[67]. Currently, the maintenance of a safe blood supply level is provided by a small number of volunteers,
and their retention is difficult. The study of the retention of donors and their motivation to give blood at
a higher frequency remain important challenges that have not been given the necessary attention in the
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scientific literature [42]. To ensure constant and adequate blood supplies it is needed to plan programs to
recruit and retain first­time blood donors to overcome the difficulties imposed by those who stop donating
due to age, illness or positive results in a screening test[53, 92].

From a blood collection agency perspective, experienced donors, i.e., those who have donated more
than once, provide some key advantages over first­time donors and play amajor role in providing adequate
blood supplies. First, they provide a relatively stable and comparatively safe supply of blood. Second, a
body of regular donors provides the long­term opportunity for blood collection agencies to save on costs
associated with the continual recruitment of new donors [65]. Moreover, the cost­benefit of repeated
donation is better since those donors require less effort from the blood centers to be convinced to return
[61]. Finally, the recruitment of experienced donors is easier due to better cooperation [75] and fewer
adverse reactions [91]. To improve blood supply stability, the rate of experienced donors should be
increased [53]. As such, these experienced donors are the real assets of blood transfusion centers. Since
every few donors become experienced donors, recognizing the factors that affect blood donation will lead
to a better understanding of potential regular donors. Hereupon, understanding donor return behaviour,
and the factors that most affect their return is crucial for determining more effective measures to recruit
and retain blood donors [91].

1.2 Motivation

Multiple studies have analysed which factors affect donor return the most. Those studies could be
separated into two different types: studies that searched for the importance of psychological vari­
ables for donor’s return; and studies that searched for the importance of donor’s demographics and
other non­psychological variables. Regarding psychological factors, intention [6, 39, 40] and altruism
[41, 54, 66, 96] were identified as the most important factors. On demographics side, donor’s age [42, 60],
gender [60], geographic location [60], past behaviour [10, 21, 32, 33, 51, 78, 89, 90], body weight and
job class [56] were identified as important factors. Despite the importance of psychological variables,
the present thesis is focused on finding the importance of demographics and non­psychological variables
for donor’s return.

The studies that searched for the importance of donor’s demographics have used mainly logistic re­
gression models to predict blood donor return. The methodology of those studies could be described
as follows: authors have access to data regarding several hundred, or few thousand of blood donations;
logistic regression models are used to predict blood donor return after a given period of time (typically,
a year); afterwards, the learned coefficients are used to explain which factors most affect donor return.
However, from the review of literature that was made for the present thesis, it was possible to observe
that none of those studies used any kind of model validation technique. The data is simply used to feed
simple linear models, and after that, conclusions are drawn from the model without evaluating whether
they actually fit the data. However, as stated by Breiman [15], if models are a poor emulation of the
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phenomenon that generated the data, the conclusions drawn from it cannot be trusted. Hence, there is a
gap in the literature regarding the real impact that demographics and other non­psychological variables
have on donor return. This thesis aims to explore that gap.

1.3 Objectives

Annually, the Sistema Nacional de Saúde (SNS), through the IPST, which is the Portuguese public entity
responsible for collecting and managing blood, receives around two hundred thousand blood donations
from fifty thousand donors. However, the number of blood donations has been decreasing in the last few
years. To help overcome these two trends, the increasing demand for blood products and the decrease
in blood donations, it is critical to perform research on donors data. Machine learning and data mining
techniques can be applied to analyse blood donation data to discover new insights and predict donors
behaviour.

For this study, data from IPST was used. It is composed of around five million donations dating
from 1970 to 2019. The raw dataset includes 47 columns regarding donor information (date of birth
and gender), donation information (donation date, blood type and blood facility center type), geographic
information (district, council, postal code) and more than 20 features regarding adverse reactions. This
dataset provides a unique opportunity by which demographic characteristics, geographic distributions
and donation patterns of blood donors could be identified and analysed.

This thesis aims at finding which demographics and other non­psychological variables affects donor
return, by using the most recent machine learning and interpretability techniques, over the IPST data.
By using a machine learning approach and state­of­the art evaluation techniques, one can ensure that
the conclusions are trustworthy, in contrast to the above­mentioned current research techniques. The
objectives of this dissertation can be described as follows:

• To study whether machine learning models can learn the relationship between donor demo­
graphic’s, as well as other features, and the target variable regarding donor return within a period
of one year;

• To use the most recent machine learning interpretability techniques, to extract knowledge from the
models.

Therefore, this dissertation presents a contribution to the research topic in three distinct ways:

• By providing an overview of the literature, regarding the importance of demographics and other
non­psychological variables for donor return, and reviewing it;

• By using the most recent machine learning techniques: both machine learning models, validation
and interpretability techniques;
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• By using a considerably higher amount of data, when compared to the related literature. With such
vast amount of data, and by using the right model validation methods, more reliable conclusions
regarding the importance of donor demographics on donor return could be taken.

1.4 Thesis outline

The remainder of this thesis is organized as follows. Chapter 2 reviews previous literature that uses as
input blood donations datasets. Chapter 3 introduces the IPST data; describes it was processed in order to
increase data quality; finally it includes an Exploratory Data Analysis (EDA) section. Chapter 4 describes
the data used for the machine learning experiments; the classifiers used; the evaluation methods adopted;
finally, the results are presented and discussed. Chapter 5 describes the use of unsupervised learning
techniques to search for homogeneous groups of blood donors. Finally, Chapter 6 summarises the main
conclusions of this work, and presents possibilities for further developments.
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Related Work

This chapter introduces the related work on research topics that used blood donation data as input. The
first step of the work for this dissertation was reviewing the literature to search for scientific questions to
explore, and, as such, some sections in this chapter are outside the scope of this dissertation.

The remainder of this chapter is organized as follows: Section 2.1 gives a quick overview of the liter­
ature that studied blood donors demographics; Section 2.2 regards scheduling policies; Section 2.3 covers
the topic of predicting blood donor supply; Section 2.4 covers the topic of using clustering algorithms to
find subgroups of blood donors; finally, Section 2.5 gives a more in­depth overview of the literature re­
garding the usage of blood donation data for predicting and understanding blood donors future behaviour,
which is the scope of the present dissertation.

2.1 Donor demographics

The demographic characteristics of the blood donor populations are dynamic, reflecting changes in the
general population’s demographics, changes to the donor selection guidelines and periodic marketing
campaigns [60]. Understanding those changes provides essential information for monitoring donor re­
cruitment and provides evidence for work programs to encourage donors to donate more frequently and
recruit and retain first­time donors to compensate for those who stop donating. Nonetheless, it is essen­
tial to note that different studies use data from different populations, with different characteristics, so it
is customary to observe different results regarding demographics among different studies.

Studies on the relationship between age and donor status (first­time or experienced donor) show
different results. Charbonneau et al. [20] indicated that the likelihood of donating increases with age,
while two other studies stated that younger people are more likely to donate [49, 81]. Wiersum­Osselton
et al. [105], and Gemelli et al. [38] reported that younger people were more likely to be first­time donors
when compared to the elderly. They both reported that experienced donors were older than first­time
donors. In the United States, where the minimum eligible donor age is 16, the highest return rates were
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found for donors between the age of 16 and 18 [72]. Two studies also indicated that the elderly were
more likely to be experienced donors than younger people [20, 49].

Regarding sex and their relationship with donations, multiple studies found that women were more
likely to be donors than men [9, 20, 49].

Concerning education, Charbonneau et al. [20], and Atsma et al. [9] found that higher education is
related to a higher propensity to donate. Regarding donor status, Gemelli et al. [38] results indicate that
students were more likely to be first­time donors than experienced donors, while the group of experienced
donors had a higher number of retired people and professionals. Some studies also evaluate the impact of
employment status and income on donors behaviours. Priller et al. [81] results show that donors did not
differ from non­donors in terms of their employment status, as well as people with high family income
were more likely to be donors than people with low family income. One study, in the Netherlands [9] also
found a correlation between marital status and donations. Their analysis has shown that married people
are more likely to be experienced donors than divorced and never­married people.

The papers cited above have studied the influence of several individual characteristics on the fre­
quency of blood donation. However, few studies have analysed regional variations and how they influ­
ence the modelling of blood donation frequency.

Crawford et al. [23] performed a study using data provided by the Hema­Quebec, which is the or­
ganization responsible for blood management in Quebec, Canada. They computed two variables, the
donor’s region of residence and the distance from that region of residence to the collection sites, and
modelled how they influence the frequency of blood donations. Besides those two variables, they also
used demographic characteristics such as donor’s age and sex, and variables regarding reasons for de­
ferral. To model the impact of regional variables on blood donation frequency, they used two modelling
techniques: a negative binomial regression model and an ordinal logistic regression model. The former
was used to model the frequency of blood donation made by the donors over a period of five years, with
the dependent variable being the total number of donations per donor minus one, and the latter aimed
to model a discrete ordinal variable regarding the frequency of blood donations derived from the total
number (sum) of donations per donor. Their results indicate that the inclusion of the measurement of the
distance between donors place of residence and location of the collection site increases both the frequency
of blood donations (negative binomial regression model) and the possibility of the donors moving into
the high­frequency donor’s category (ordinal regression model).

2.2 Scheduling policies

Some blood centres around the world have open blood donation sessions, while others use fixed appoint­
ments. Suboptimal scheduling policies by blood donation centres contribute significantly to some blood
supply problems because it could lead to prolonged waiting time for donors and a stressful working sit­
uation for the blood bank staff. Making each donor’s donation experience as enjoyable as possible is
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therefore probably a key factor for the recruitment and retention of donors [14].
Bosnes et al. [14] performed a study where data regarding fixed appointments from the Blood Bank

of Oslo was used. They proposed a logistic regression model that outputs the probability that a given
donor arrives at his appointment. A set of explanatory variables was used to characterize the donor, such
as age, sex, previous donation pattern, previous short­time temporary deferrals, number of cancellations
or time since the previous donation. The dependent variable is the response to a scheduled donation
appointment, i.e., a boolean indicating whether the donor arrived or not. Their results show the estimated
relationship between each explanatory variable and the probability of arrival. They concluded that the
probability of arrival was higher for donors whose appointment was made through personal contact than
for donor who has received a written invitation. They also found a strong correlation between donor age
and the dependent variable, with their study showing that as donor age increases, the probability of arrival
also increases.

On the other hand, Testik et al. [98] study the case where non­fixed appointments were used in
Hacettepe University Hospitals blood centre. Blood centre without fixed appointments for collecting
blood often experiences nonconstant donor arrival rates, which vary due to month­of­year, day­of­month,
day­of­week, time­of­day, as well as many other factors. When a constant workforce size is employed in
such blood centres, there is either idle personnel or donor satisfaction could be compromised due to long
waiting times [98]. Testik et al. [98] used data mining to identify patterns that indicated significantly
different daily and weekly arrival rates for blood donors and considered these factors to plan an adaptive
work schedule for the facility. They considered two types of donor arrival patterns: daily arrival patterns
(pattern between days) and hourly arrival patterns (patterns within the daily arrival patterns). To uncover
those patterns, they used Two­Step clustering and Classification and Regression Tree (CART), respec­
tively clustering and classification tasks. The Two­Step clustering method compresses the records into
a set of clusters and CART merges these subclusters into larger clusters by using hierarchical clustering.
The results found that the arrival rates to the blood centre varied based on ten distinct hourly patterns
found within three identified daily patterns (Monday­Thursday, Friday and Saturday­Sunday) [4, 98].

2.3 Predict donations

Planning the future blood collection efforts must be based on adequate forecasts of transfusions demand
[76]. An accurate prediction of the future demand is necessary to plan better blood drives, staffing of
blood collection facilities and promotion campaigns. Time series machine learning models could be
applied for better forecasts of blood demand.

Pereira et al. [76] use time­series data from the Hospital Clinic of Barcelona, Spain. Their data
consisted of the monthly demand for Red Blood Cells (RBC) from January 1988 to December 2002.
They split the data into training and test sets and applied three time­series methods: Autoregressive
Integrated Moving Average (ARIMA), the Holt­Winters family of exponential smoothing models, and

7



Chapter 2 Related Work

one neural network­based method. Their results have shown that ARIMA was the model which fits best.
Over 1­year time horizon, forecasts generated by ARIMA laid within the 10% interval of the real RBC
demand in 79% of the months.

Another study also applied ARIMA, but this time for monthly supply forecast [4]. They used two
years of data, but after some analysis, the authors found that their series was a random walk and therefore
could not be predicted.

Other machine learning techniques have been used to forecast donor supply and demand, in addition
to time sequence models.

Concerns have been raised that the general population’s ageing in developed countries will increase
blood products demand. Borkent et al. [13] developed different mathematical models to assess trends
in blood demand and supply and predict how these trends developed over time. Their first demand
model assumes that the mean number of transfusions per inhabitant per age and sex is constant. The
second demand model incorporated both demographic changes and trends in clinical RBC use over time.
The first model predicts an increase of 23% in RBC demand over the following years while the second
model predicts a decrease in RBC demand by 8% in the same period. They concluded that the second
model provided a much better estimate in RBC demand. The supply model used annual donor retention
rates, donor recruitment rates, and the number of donations per donor year as independent variables.
They conclude that despite an ageing population, the number of donations is more affected by donor
retention rates and the influx of new donors from recruitment activities than by the general population’s
demography.

Santhanam et al. [88] applied CART to a public blood donation dataset [108] available on UCI
Machine Learning Repository [29]. The dataset contains data about 748 donors randomly sampled from
data owned by the Blood Transfusion Service Center in Hsin­Chu City, Taiwan. It consists of an extension
of the Recency, Frequency and Monetary (RFM) marketing model. Five variables can be found in the
dataset: R (Recency ­ months since the last donation); F (Frequency ­ total number of donation); M
(Monetary ­ whole blood donated in c.c.); T (Time ­ months since the first donation) and the dependent
variable representing whether the donor donated blood in March 2007 (1 if yes, 0 otherwise). Santhanam
et al. [88] CART model performed very well in the binary classification task, achieving high accuracy
and 99% precision. Darwish et al. [24] also uses the same dataset and applied a MLP and a Support
Vector Machine (SVM).

2.4 Clustering

Clustering is the process of grouping a set of data objects into multiple groups or clusters, so that objects
within a cluster have high similarity, but are very dissimilar to objects in other clusters. Dissimilarities
and similarities are assessed based on the attribute values describing the objects and often involve distance
measures [46].
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Ashoori et al. [8] use the K­means clustering method to describe blood donor behaviours. They used
demographic variables such as age, blood donation status, blood type, gender, educational background
and marital status. The clustering results identified two different clusters, where the first cluster contains
just male donors, tendency older, with high education levels, O positive blood type, and all of them
married. The second cluster contains lower­age donors than the first cluster, multiple blood types and
genders, and most of the donors never married.

Apparicio et al.[5] also use clustering techniques, but this time to detect spatial clusters of high or
low blood donation rates in Canada, according to donors sex and age. The detection of spatial clusters
of blood donation rate is an important issue, especially for targeting spatial units with significantly low
donation rates, where it could be possible to increase the numbers of donors [5]. They used data for
over five years, then these data were aggregated for each of the municipalities and counties in Canada,
according to sex and age groups. To detect spatial clusters, they used Kulldorff’s scan statistics method
[59]. Their results indicate several geographic areas with high or low blood donation rates for each group.

2.5 Retaining donors

A constant blood supply is needed to help ensure that hospitals have access to enough blood to meet their
current and future needs [4]. One of the significant goals of blood transfusion centres is to find and get to
know people who can donate healthy blood and maintain them. These donors are the real assets of blood
transfusion centres. The study of the retention of donors and their motivation to give blood at a higher
frequency remain important challenges that have not been given the necessary attention in the scientific
literature [42].

Multiple studies have identified altruism as the most important psychological motive for donating
[41, 54, 66, 96]. External factors such as social pressure and incentives to donate, such as gifts or re­
wards, have also been described as essential motivators [54, 78, 85]. Despite the importance of those
psychological factors, understanding other factors such as socio­demographic ones, and the importance
of past behaviour, could give a better overview of what truly motivates donors behaviour.

2.5.1 TPB and the role of past behaviour

Although the need for a better understanding of blood donor behaviour has been noted to be of key
importance for blood collection agencies internationally, much of the previous applied research on donor
behaviour has failed to draw clearly or systematically on contemporary theories of behavioural decision
making [65].

Ferguson et al. [31, 34, 35] stated that the Theory of Planned Behaviour (TPB) [3] has been one of
the most abiding theories in predicting blood donation intention and behaviour. A central factor in the
TPB is the individual intention to perform a given behaviour [3]. The TPB is based on the assumption
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that intention is the most important factor in predicting behaviour. Intention, in turn, is proposed to be
influenced by attitude (positive or negative evaluations of performing the behaviour), subjective norm
(perceptions of social pressure for the performance of the behaviour), and perceived behavioural control
(perceptions of control over performing the behaviour) [65]. This model proposes that the more one
engages in a behaviour, the more likely one will continue [89].

As one of the most commonly used tool for modelling beliefs­behaviour relations, TPB and its com­
ponents have been successfully used by many researchers to predict blood donation intentions and be­
haviours. Bagozzi [10] developed a questionnaire that allowed the measurement of the constructs con­
tained within the TPB framework, which showed that blood donations, i.e., the behaviour in the context
of the TPB, was mainly predicted by intention, although the importance of intention decreased as the past
frequency of blood donation increased. Similarly, Charng et al. [21] developed a study in which 658
donors were followed over a period of 7 months, and their results showed that intention was the most
important determinant of blood donations. Other studies [6, 39, 40] have reached similar conclusions
regarding the importance of intention as a determinant of behaviour.

Despite the importance of intention to donate blood, several studies have highlighted the major role
of past frequency of blood donation, which some authors define as habit, as a determinant of future
behaviour. As well­known by the social sciences, the frequency of past behaviour is a standard indicator
of habit strength, and therefore it is one of the best predictors of future behaviour [74]. Charng et al.
[21] define habit as the semi­automatic performance of a well­learned behaviour. The more often an
individual performs a behaviour, the more likely it is that the behaviour will become a habit. Therefore,
they state that past repeated behaviours can be an indicator of habit, and their findings suggest that an
index of habit may add quality to a predictive model, by expecting that a past repeated behaviour could
directly affect future behaviour.

Ferguson et al. [33] studied the efficacy of 6 different psychological variables (intentions) on pre­
dicting the number of blood donations in a sample of 630 blood donors over a 16­17 month period. One
of the factors used was the previous number of blood donations. They distinguish between two different
donor groups: occasional and regular donors, with the former defined as having made four or fewer do­
nations (including the current donation), and the latter as having made five or more donations (including
the current donation).

Their results have shown that, for regular donors, past behaviour was the best predictor of future be­
haviours. They have also added a quadratic term of the past behaviour, which significantly improved the
power of the past behaviour to predict future behaviour. However, for occasional donors, past behaviour
was not a significant predictor of future behaviour. Fergunson et. al [33] concluded that it might be the
case that regular donors settle into a consistent pattern of cyclical donation only after a specific frequency
of donation has been achieved. Other studies supported that hypothesis [51, 78, 91], by saying that, as
donors continue to donate, they develop a blood donor role identity, which appears to occur after the third
or fourth donation.

In a posterior study, Ferguson [32] studied the relationship between donor personality traits and donor
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Figure 2.1: Behavioural patterns from the frequency and recency of past behaviour. Image from [32].

past behaviour. The frequency of previous donations as an index of donor past behaviour was previously
used [21, 33], however, according to Ferguson [32] this primary quantity does not capture several other
features related to the donor behaviour. Therefore, Ferguson [32] computed four different indices: fre­
quency, years since the first donation, eligibility donation rate, and recency and studied how those dif­
ferent factors related with each other and with some personality traits. Frequency regarded the number
of previous donations made by the donor. The eligibility donation rate was calculated by dividing the
number of donations made by the number of years since the donors were eligible to donate, and, accord­
ing to Fergunson [32] it provides a useful guide to donors’ current life span rate. To examine the more
subtle aspects of donor behaviours, they also included a factor that regards how many years each donor
had been donating. As previously noted by Omoto et al. [73], the number of years since the first donation
may capture something of the nature of donor general volunteer commitment. Lastly, recency considered
the number of months from the previous donation to the current donation.

As noted previously by Perugini et al. [77], a distinction between frequency and recency of past
behaviour could be drawn. Whereas for first­time donors, the recency and frequency of past behaviour
should be equivalent, more experienced donors may vary concerning the number of previous donations,
with some having donated recently and some not having donated for a while [32]. Therefore, Perugini
et al. [77] suggest that the overall relationship between past and recent behaviour should be orthogonal,
i.e., they measure different aspects of the past behaviour.

Similarly, Ferguson [32] results also suggest that recency and frequency were orthogonal. Given the
independence of recency and frequency of past behaviour, they produced a scheme that describes blood
donation behavioural patterns. Figure 2.1 shows that scheme.

According to Ferguson [32] scheme, those acting recently with a lower past frequency of behaviour
may be seen as ‘occasional’ donors. Habitual behaviour may be defined in terms of a combination of
acting recently with a high frequency of past behaviour [32]. Donors with a high frequency of past
donations, but who have not donated recently are described as ’recent quitters’. Those who have neither
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acted recently nor performed the behaviour frequently may be seen as ’abstainers’.

2.5.2 The role of demographics

Godin et al. [42] aim at finding factors associated with repeated donations among regular and new donors.
They developed a questionnaire that allows for the construction of concepts within the TPB framework.
Despite the three psychological variables that regard the TPB, i.e., attitude, subjective norm, and per­
ceived behavioural control, they have also included other psychosocial variables known to contribute to
the explanation of behaviour and intention in the context of blood donation: descriptive norm, personal
identity, level of satisfaction and moral norm. Descriptive norm is expressed as the prevalence of the
behaviour which prevails in donors social environment. Personal identity represents the degree to which
a person perceives the appropriateness of adopting behaviour for someone in a position similar to his or
her own in a social network. The level of satisfaction regards donors last donation. Finally, moral norm
measures the sense of personal obligation toward adopting the behaviour [42].

Beyond those variables, they have also included past donor frequency of donation over the last 24
months and demographic variables such as age, sex, level of education and donor civil status. Logistic
regression was therefore used to predict whether each donor completed a donation at the 6­month follow­
up period, and different models for new and regular donors were created. A total of 2389 blood donors
answered the questionnaire, and their results show that, for regular donors, past behaviour was the most
crucial factor in predicting donor behaviour, followed by intention. For new donors, the most important
predictors were intention and age. Concerning age, their results show that, for both groups, older donors
were more likely to donate in the future when compared to new donors. None of the other demographic
variables made a significant contribution to the model in either group [42]. In summary, their results
support the idea that different promotion strategies should be adopted to increase repeated blood donation
among experienced and new donors.

To understand the determinants of donor return, Schlumpf et al. [89] developed a survey in 2003,
which was answered by 7905 donors. All the factors measured in the survey were ranked as possible
predictors of actual return within 12 months by using logistic regression. Remind that, according to TPB,
intention is the best predictor of behaviour. However, according to Schlumpf et al. [89] it is unclear
whether additional factors are important behavioural influences. To model the intention to return, their
survey included the question ”How likely is that you will give blood again within the next 12 months”,
where responses ranged from ”very unlikely” to ”very likely” on a 5 step scale. Despite the intention to
return, their survey included 30 questions regarding donor donation history, requests and/or appeals for
blood donations, donation experience, motivating factors, the convenience of donation sites, altruistic
behaviour, empathetic concern and donor identity. To determine which factors most contribute to donor
return, blood donations from 2003 to 2004 were examined, and logistic regression was used to predict
the actual return within 12 months.

For feature selection, they developed a two­stage process. The first stage consisted of using a stochas­
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tic gradient boosting classifier to rank, according to the factor’s importance, the best possible predictive
factors of actual return behaviour, in order of importance. With that, they choose the 15 most substantial
predictive factors of actual return in order of importance. After that, they developed a series of logistic
regression models and used the most important factors identified by the gradient boosting machine as in­
dependent factors, separately, in three groups. For each group, if any of the three factors were significant,
the next group of three factors with lesser predicting strength (per the gradient boosting analysis) than
the previous three was added into the model. The process was stopped if all three factors in a group were
considered not significant (p > 0.05) [89]. Features no longer significant at that stage were eliminated
from the model. At the end of the process, they ended up with 8 features considered essential for the
task. Their results show that the prior donation frequency, intention to return, donation experience, and
convenient location to donate appear to predict donor return significantly.

Kheiri et al. [56] study investigated, among other things, which factors affect donor return. The
study was conducted in Iran, and 846 donors who had donated blood for the first time from March 2008
toMarch 2009 were sampled. The data used included age, gender, body weight, marital status, education,
place of living, job class, and blood­related factors such as blood type and RH. A logistic regressionmodel
was used, with the dependent variable being binary: 1 for those who returned to donate at least once, and
0 otherwise. According to their model, body weight and job class had a significant effect on return to
donation.

Lattimore et al. [60] presented the demographic characteristics and geographic distribution of blood
donors in England and North Wales during 2010 and 2011. National statistics were used to estimate the
rates of blood donors by region per 1000 residents. Their dataset included donor demographic data, such
as the donor postal code, date of birth, ethnicity, donation date and type. New donors were identified
by looking at the first donation for each donor. The postcodes were used to map individuals to their
geographic area of residence, and that area of residence was therefore used to compute a discrete variable
regarding the type of area of residence: urban or rural. Their results show that the residents in rural areas
gave a significantly higher number of donations when compared with those living in urban areas.

They have also used a logistic regressionmodel to study which demographic factors mostly contribute
to new donors coming back following up 6 months of their first donation. Their models have shown that
men were more likely than women to return within 6 months after their first donation; regarding age,
the odds of returning increased with each successive age group. Furthermore, new donors residing in
rural areas were more likely to return than those living in urban areas. As well known in the literature,
minorities populations (such as immigrants, refugees, and individuals with non­white ancestry) are under­
represented in the blood donors population in many western countries [57, 71, 99]. Lattimore et al. [60]
argue that the lowest repeat donation rate among those living in urban areas could be due to the more
ethnically diverse population in those same areas.

Other studies have analysed the correlation between the first donation and subsequent donations.
These studies differ from the ones mentioned above in two ways: they used mainly survival analysis
methods; and, instead of using a dataset of blood donations to predict donor return within a given time,
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they used datasets of blood donors, to study the relationship between the first donation and subsequent
donations.

James et al. [51] determined that the likelihood of attempting a subsequent donation during the first
year correlated positively with being older, male, RH negative and having a history of prior donation at­
tempts. Perhaps the most important finding of their study is the identification of changes in the probability
of donor return depending on the time that has elapsed since the first donation. This finding strongly sug­
gests that there may be a specific ’window of opportunity’ associated with donor characteristics, resulting
in an increased propensity to attempt to donate blood [51]. In another prior study, James et al. [50] also
conclude that the length of the interval since the previous donation affected the likelihood of a subsequent
donation. Other studies had reached similar conclusions, for instance, Ownby et al. [75] also found that
older donors, as well as those who were more highly educated and those with an RH negative blood type,
returned more frequently [91]. The same study also reported that for first­time donors, shorter intervals
between the first and the second donation were associated with an increased donor return [75]. These
relationships between inter­donation intervals and the number of future donations may prove useful in
understanding return behaviour and developing donor recruitment, and retention strategies [75].

Alkahtani et al. [4] performed a similar study, where they analysed which factors contribute most to
retaining donors. To do that, they used machine learning algorithms such as logistic regression, Random
Forest (RF) and SVM to develop and evaluate models for classifying blood donors as return and non­
return. They used data collected by a public hospital in Saudi Arabia, with the features for the classifi­
cation task being donors demographics such as age, gender, nationality and city, as well as first donation
date and period in a month (from the first to last donation dates, within the period under study). Their
three classifiers reached AUC of around 94%.

2.5.3 Discussion

Classification models have two main goals [15]: explainability and predictability. The former aims to
provide some kind of understanding between the input features and the output variables, while the latter
aims to forecast the output for a new given input as accurately as possible [86]. For example, simple
linear classification models, such as linear or logistic regressions, are easy to understand and explain but
typically perform worse than non­linear models [18, 109]. On the other hand, non­linear models, such as
SVM or MLP, are capable of capturing more complex relationships in the data, and therefore they often
outperform simple linear models in predictive performance [18, 86]. However, these models are often
considered black boxes because they do not provide any direct explanation for their predictions [18]. As
a result, they do not provide enough insight into the classification, which is needed in sensitive domains,
such as life and social sciences. Thus, simpler models, such as linear ones, are still preferred in many
areas due to their simplicity and interpretability.

Regarding the understanding of the determinants of donor behaviour, one is more concerned with
explainability than predictability. Thus, it is more beneficial for blood agencies to know the patterns and
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determinants of blood donation than using the models to predict whether a donor would donate in the
future. Furthermore, with the patterns and determinants identified, blood agencies can better recruit and
maintain blood donors.

The only above­mentioned study that used complex models was the study made by Alkahtani et
al. [4], in 2019. They used non­linear models such as SVM and RF. However, they did not use any
explainability technique, and thus, no conclusions regarding the importance of demographics were taken.
Furthermore, they computed their target variable from a column that was further used as a feature during
the training. This is a bad practice, because by doing so, it would be easy for any classifier to learn the
rule that was used to create the target variable. Thus, their models are probably ignoring the demographic
variables and just looking at that feature.

Nevertheless, different studies [42, 56, 60, 89] analysed the determinants of donor’s return by using
regression models, which are explainable. However, none of them used any model validation technique.

According to Breiman [15] predictive accuracy is the primary criterion for how good the model is in
fitting the data. Breiman [15] states that, if models are a poor emulation of the mechanism that generated
the data, i.e., if the model does not fit well the data, then the conclusions drawn from it may be wrong.

2.5.3.1 The two modelling cultures

Breiman [15] contrasted the ’two cultures of modelling’, which are summarized in Figure 2.2. Figure 2.2
a) shows a vector of input variables x and a box which represents a ’nature function’, i.e., the underlying
mechanism that generated y given x. According to Brieman [15], there are two different approaches
towards the goals of explainability and prediction: the data modelling approach and the algorithmic
modelling approach, i.e., the machine learning approach.

Figure 2.2: The two cultures of statistical modelling. a) the starting point; b) the data modelling approach;
c) the machine learning approach. Source: Breiman [15] and Veltri [102].

The data modelling culture assumes a stochastic data model for the nature functions. In this approach,
the values of the model parameters are estimated from the data and then it is used for explainability or
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prediction. Figure 2.2 b) shows that approach. It has as input x, then simple linear models, such as linear
as logistic regressions, are applied to understand or predict y. According to Breiman [15], that approach
has at its heart the belief that, by looking at the data, one can reasonably invent a good parametric class
of models for the complex mechanism devised by nature that generated the data. As stated by Breiman
[15]:

”With data gathered from uncontrolled observations on complex systems involving unknown
physical, chemical, or biological mechanisms, the a priori assumption that nature would gen­
erate the data through a parametric model selected by the statistician can result in question­
able conclusions that cannot be substantiated by appeal to goodness­of­fit tests and residual
analysis.”

In other words, the data modelling approach has little consideration on whether the model could have
generated the data on hand or whether it fits the data. Instead, it uses goodness­of­fit tests and residual
examinations as a model validation technique. However, problems have been identified regarding the
usage of these techniques to quantify how well a given model fits the data. For instance, goodness­of­fit
tests have demonstrated not to reject linearity when the data is non­linear, while residual analysis was
shown limited to four or five predictors [15]. Willmott [107] also criticized the usage of some of those
methods as a model validation technique. He showed that the usage of statistical tests, such as the R2, to
evaluate models predictive abilities, and as such their ability to fit the data, were insufficient. As a result,
misleading conclusions may follow from data models that pass goodness­of­fit tests and residual checks
[15], but that are not evaluated on a test set.

On the other hand, there is the algorithm modelling approach or the machine learning approach, as
seen in Figure 2.2 c). The analysis in this culture considers that nature produces data in a black box
whose insides are complex, mysterious, and at least, partly unknowable [15]. Unlike the data modelling
approach, the machine learning approach assumes that the observable data is drawn independent and
identically distributed from an unknown distribution. The goal of this approach is to find a function
f(x), that for future x, f(x) will be a good predictor of y.

The machine learning approach assumes predictive accuracy on unseen data as the primary criterion
for model validation. This is the most obvious way to see how well a given model fits the data: the model
is trained on one dataset (training set), while another small dataset (test set) is used for model validation.
This is known in the literature as the holdout method. Its starts by splitting the dataset into training and
test sets. Then, the model is trained on the training set and therefore used to make predictions on the test
set. After that the ground truth y is compared with the model predictions y’. The closeness of y and y’
is, therefore, a measure of how good the model is in emulating the mechanism that generated the data. In
resume, the model is trained using the training data, and then it is used to make predictions on a test set,
and afterwards is evaluated regarding how good its predictions were.

Those two different approaches in dealing with data modelling problems pose a dilemma: models
that best emulate nature in terms of predictive accuracy, such as neural networks, RF or SVM, which
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are commonly used by those who follow the machine learning approach, are also the most complex and
inscrutable. However, according to Breiman [15], this dilemma is not well framed because framing the
question as the choice between interpretability and predictability is an incorrect interpretation of what
the goal of statistical modelling is. Breiman [15] stated that the goal of statistical modelling is not just
interpretability, but accurate information:

”The point of a model is to get useful information about the relation between the response
and predictor variables. Interpretability is a way of getting information. But a model does
not have to be simple to provide reliable information about the relationship between predictor
and response variables; neither does it have to be a data model.”

In other words, one must first ensure that a model fits the data well, and after that, be concerned about
interpretability. Otherwise, misleading conclusions could emerge when the model is interpreted without
ensuring that it emulates the data.

Nonetheless, the machine learning approach and its methodology also has some problems. As stated
by Flask [37], the perfect model for a given dataset often does not exist. In many cases, the data is ’noisy’
– examples may be mislabelled, or features may contain errors – in which case it would be detrimental
of trying too hard to find a model that correctly classifies the training data because it would lead to
overfitting, and hence not generalising to new data [37]. Other times the used features are not informative
concerning the task being solved. Based on that, machine learning model selection and validation are
crucial tasks, with the former being defined as the process of searching for the optimal values for a given
set of model hyperparameters.

Some problems were identified with the usage of the holdout method for model validation. It was
shown that it might introduce some bias in the predictive accuracy, for instance, due to the random way
the test set is chosen [37]. The cross­validation technique [95] proved to overcome this issue. It can
reduce the bias imposed by the holdout method by training and testing in multiple folds of the dataset. It
works as follows: the data is randomly split into k equal­sized folds, and k ­ 1 folds are used for training,
whereas the remaining fold is used for model validation. This process is repeated k times by training k
models and using each fold once for model validation. In the end, the average test set performance, and
its standard deviation, are computed. By averaging overtraining sets, one gets a sense of the learning
algorithm’s variance and its generalization capabilities.

However, if a single procedure of k­fold cross­validation is used for both model selection and valida­
tion, the same test set is used for two different tasks, and therefore the model tends to overfit the test data,
which could lead to an optimistic bias in model validation. Nested cross­validation was shown to reduce
these biases [101]. The nested cross­validation has an inner loop cross­validation nested in an outer cross­
validation loop. While the inner loop is responsible for model selection, the outer loop is responsible for
model validation. Varma et. al. [101] have shown that this approach can significantly reduce the bias
when compared to a single cross­validation procedure for both model selection and validation.
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Data

The raw data used in this thesis was provided by IPST and consisted of a CSV file with around 2.15GB
size, 5 787 731 records and 55 columns. It contains blood donations collected in Portugal by blood centres
from 1970 until August 2020.

Each record contains the date of collection (without time) and features regarding donors demograph­
ics, such as donor sex, race, nationality, marital status, profession, place (district, council and parish)
and donors date of birth, blood type, the first four digits of the postal code as well as the postal location
regarding donors place of living.

The dataset also includes columns about the collection site, donation type and adverse reactions.
Regarding the collection site, it includes columns regarding its type (fixed, mobile or advanced site), the
place where the collection was done (such as a school, fire department or a company) and the location
of the collection site (district, county and parish). Regarding the donation type, the dataset included one
column that indicates whether the donation was standard, apheresis or autologous. It also included other
columns regarding the blood component collected, such as whole blood or platelets. Finally, regarding
adverse reactions, the dataset included 18 columns.

The data processing and analysis were performed using Python1 as programming language and
PowerBI2 for some data visualizations. Seaborn 3 and Matplotlib 4 Python packages were used for data
visualization.

This chapter is organized into two different sections. Section 3.1 presents the preprocessing made
to the dataset provided by the IPST, to increase data quality. It includes tasks such as cleaning the data,
outliers removal and computing new variables. Section 3.2 includes the EDA made to the whole dataset
to get an overview of the dataset and its main columns.

1https://www.python.org/
2https://powerbi.microsoft.com/
3https://seaborn.pydata.org/
4https://matplotlib.org/
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3.1 Data preprocessing

Low­quality data will lead to low­quality mining results [46]. Garbage in, garbage out, is the fundamental
principle of data analysis [94]. The road from raw data to a clean, analysable data set can be a long one
[94].

Real­world data tend to be dirty, incomplete, and inconsistent. Data preprocessing techniques can
improve data quality, thereby helping to improve the efficiency of the subsequent mining process [46].
Data preprocessing is an important step in the knowledge discovery process, because quality decisions
must be based on quality data [46].

3.1.1 Noisy data

Just because something is written down doesn’t make it correct [94]. Noisy data can be defined as un­
wanted variance or some random error that occurred in a measurable variable [12]. There are many
possible reasons for noisy data. The data collection instruments used may be deficient. There may have
been human or computer errors occurring at the data entry level. Also, errors in data transmission can also
occur [45]. Therefore, noisy data in columns considered crucial for different data analysis and mining
tasks were identified and removed.

Data regarding blood donations made before 1995 were removed since they represent just 1194 blood
donations. The dataset also contained 138592 blood donations made in 2020, until the end of August.
That data was removed since it was incomplete, i.e. one does not have access to the blood donations
made during all the year; and because 2020 was an atypic year due to the COVID­19 pandemic, which
can have an impact on future data analysis.

Regarding donor demographics, noise was identified in the donor’s date of birth column. It contained
donors born centuries ago, or in the future. Donors age was computed based on the blood donation date
and donors birth date, for each donation. Figure 3.1 shows a boxplot regarding the donors age distribution.
It is possible to find outliers, such as donors with negative age or above 100 years old. According to
the IPST, only people over 18 can donate blood. The dataset contains 1327 blood donations in which
donor age is below that threshold. Based on that, those records were removed. Also, and according to
IPST, donors over 65 years of age can donate blood with a doctor’s authorisation. The World Health
Organization Europe stands that the standard age limits for blood donation are 18­65 years of age, but
in some European countries, it is 17­70 [1]. Based on that, 2104 blood donations made by donors with
more than 70 years of age were also removed.

3.1.2 Missing data and data discrepancies

It is often found that many of the tuples do not have any recorded values for some attributes [12]. Multiple
features that we consider critical for data mining and analysis contained missing data. This subsection
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Figure 3.1: Donor’s age distribution.

will handle missing values regarding columns considered crucial for a different kind of data analysis. A
more in­depth analysis of the missing values is done in each chapter, considering the data used for each
task.

Regarding demographics, donors sex had 56 and donors race had 1 911 433 (33,59%) missing values.
The two columns regarding blood type and Rh factor type had 277 465 (4,87%) missing values together.
The marital status had 50 387 missing values (0,89%). Finally, donors postal location and postal code
had, combined, 1320 missing values.

The donation type column had 1 039 080 (18,26%) missing values, while the column regarding the
blood component collected had 1 065 161 (18,72%) missing values. The collection site type had 470
495 (8,27%) missing values, and the place where the collection was made had 369 453 (6,49%) missing
values.

According to [45], different approaches could be adopted for dealing with missing data, such as filling
the missing values manually; ignore them; use a global constant; use the attribute’s mean; or use the most
probable value by using inference based tools.

3.1.3 New columns

Age and age groups were calculated based on donation date and donors date of birth. New donors were
identified by assigning each record with a flag indicating if it corresponds to that donor’s first donation.
For new donors, the interval between the first and second donations was calculated.

According to IPST, a regular donor is one who donates at least once in a year. Based on that, donations
from regular donors were identified by assigning a flag indicating if the current donor made a previous
donation within the previous 12 months.

The raw data did not include a blood type feature, but two different features regarding blood group
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(’A’, B’, ’AB’ or ’O’) and Rh factor (positive or negative blood). Therefore, based on those two columns,
the blood type was computed.

The dataset included a variable regarding donors profession. However, that variable contained 2 991
unique values, with almost 200 of them containing only one record. Therefore, a new variable regarding
the employment status was computed based on that one.

3.1.4 Georeferencing donor’s address

Georeferencing the donor’s address is an important task that would add more quality to the data. There­
fore, this task is needed to obtain valuable geographic information regarding the donor’s place of res­
idence, such as the district, council and parish. With that information, one could further analyze it to
extract valuable insights, such as the importance of the donor region of residence for frequent blood
donations.

To obtain an estimand of donor’s place of residence’s, two columns from the blood donation dataset
were used: one column regarding the first four digits of the donor’s postal code and a column regarding
the donor’s postal location. To better understand the preprocessing process, one needs to understand how
the Portuguese territory is organized.

3.1.4.1 Portugal administrative territory & postal codes

The Portuguese territory has a complex and unique administrative structure that consists in districts (dis­
tritos) that are sub­divided in counties (municípios), which in turn are sub­divided in parishes (freguesias)
[17]. In 2013, Portugal suffered a Reorganização Administrativa do Território das Freguesias (RAFT).
Prior to that reorganization, there were 18 districts in the mainland, plus two autonomous regions
(Madeira and Açores), sub­divided into 308 counties which, in turn, were subdivided into 4 260 parishes
[17].

RAFTwas a territory reform implemented in 2013, that consisted in the aggregation and/or themerger
of parishes and/or the change of its boundaries. The main reasons to implement RAFT were the settle­
ments with international entities like the European Commission, the European Central Bank and the
International Monetary Fund – Troika – that intervened in the country to help overcome the 2008 crisis
[17]. In addition, by implementing the territory reform, the country would reduce expenses by increasing
local efficiency. Prior to RAFT implementation, Portugal had 4260 parishes. RAFT has reduced a total
of 1 168 parishes to a total of 3 092 parishes.

Regarding the postal codes, in Portugal they are formed by a sequence of seven digits, in the format
0000­000, followed by a postal location up to 25 characters. The first digit represents one of the nine
postal regions, followed by two digits that regards the postal distribution centres. The fourth digit is zero
if the post code represents a capital of a municipality, otherwise it is zero. In the case of a designated
address, it could take any other value. The last three digits sort designated addresses and buildings.
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Figure 3.2: Processing donor’s address.

It is important to note that the postal location could have different meanings regarding the person’s
living place. For instance, those living in urban centres usually fill that value with the city’s name or the
council where they live. On the other hand, those living in rural areas could fill that value with the parish
or village names. This turns the process of computing the donor’s place of living even more difficult.

Also, in many cases, the first four digits of the postal code could not be directly associated with one
district or council. If they were directly associated, inferring the district or council from the first four
digits of the postal code would be easier in the sense that one postal would have only one district or
council. For instance, Aveiro and Coimbra districts both have postal codes beginning with 3020.

3.1.4.2 Processing donor’s address

Figure 3.2 is a flow chart that describes the processing made.
Because both columns contained some noise and discrepancies, the first stage of this process consisted

of cleaning them. The postal code contained some records with letters instead of numbers. Also, invalid
postal codes, such as ones one more than four digits, were found. The postal location also had invalid
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values such as numeric digits, double white spaces, or accents in the wrong positions. Therefore, those
two columns were cleaned.

After that, all the unique addresses regarding the combination of those two columns were computed.
The cleaned postal location column was then matched against known parish names to check if they corre­
sponded to any known parish. The current parish names, i.e., the parish after the RAFT, were obtained by
using external data from the Portuguese Open Data portal 5. To get the old parishes names, i.e., those after
the RAFT, data from the Direção Geral do Território 6 was used. The matching process has taken into
account the parishes’ administrative reorganization in Portugal RAFT, by matching the postal location
with both the old and new parishes names.

The matching process could be described as follows:

1. Stop­words, such as ’de,’ ’do,’ or ’das’ were removed by using a Python package 7 that contained
lists of stop­words per language. This step was done to avoid cases in which the same postal
location was written with different stop­words. For instance ’Aldeia dos Capuchos’, and on the
other side, ’Aldeia do Capuchos’;

2. The cleaned postal location was matched with known parish names, by using regular expressions.
If all the words in the cleaned postal location match with a known parish name (old or new parish),
then that postal location was assumed to be a valid parish;

3. At the end of that process we get the donor’s addresses with valid parish names.

There were 8 733 unique addresses regarding the combination of the postal location and the first four
digits of the postal code. From those unique addresses, 4 693 of them (53,7%) matched a known parish
name.

3.1.4.3 Valid parish

For those addresses in which the postal location match known parish name, geocoding was further ap­
plied to get the district (when needed) and council/city of the given parish. The geocoder used was the
LocationIQ 8. LocationIQ is an open­source system that builds on top of Open Street Maps (OSM) data
to provide a geocoding service. It receives a query, i.e. a named location (full addresses or named areas)
and resolves it into a structured format that includes district, council/city, parish, and latitude/longitude
of their whereabouts.

For the addresses in which the first four digits of the postal code match a single district, that district
was obtained bymerging it with external data 9 and given to the geocoder in order to increase the accuracy

5https://dados.gov.pt/en/datasets/freguesias-de-portugal/
6https://www.dgterritorio.gov.pt/cartografia/cartografia-tematica/caop?language=en
7https://pypi.org/project/stop-words/
8https://locationiq.com/
9http://centraldedados.pt/codigos_postais/
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of its predictions. In that cases, the query used for the geocoder contained the district, parish and postal
code. For the addresses in which the postal code corresponded to more than one district, the query
contained just the parish and the postal code.

3.1.4.4 Parish not valid

For those addresses where the postal location did not match a known parish, it was checked whether they
matched any known city/council. As said above, that could happen mostly in cases in which the donor’s
residence is in an urban area. In order to match the postal location with known council/city names, open
data was used, and the same cleaning and matching process described above was applied.

At the end of that process, we got the postal location’s addresses matching a given city/council name.
After that, those records were merged with open data to get the respective district. Then, the LocationIQ
geocoder was used to get the latitude and longitude of that city/council.

In total, from the 8 733 unique addresses, in 208 of them, the postal location matched with a known
city/council name.

3.1.4.5 Lost data

At the end of that process, there were 4 996 (56,8%) addresses for which the postal location matched a
known parish, and 208 addresses for which the postal location matched a given city/council. So, in total,
there were 5 204 (59,2%) addresses for which, at least, the city/council of the donors place of residence
was known. Those addresses were then geocoded in order to get the latitude and longitude regarding the
place of residence.

At the end of that process, there were 3 580 (40,8%) addresses for which the postal location did not
match a parish or a city/council. This was due to different reasons:

• For some addresses, the postal location did not match any known parish or city/council, it contained
just random text;

• In other cases, despite they match a parish or a city/council, the postal code of the address was
in a different region of the given postal location, or vice versa. Those records were not take into
account, because one could not be sure whether the postal location or the postal code is wrong;

• Some addresses, instead of having the locality name written, had an abbreviation;

• Some addresses had spelling errors;

• Some addresses, instead of having the parish or city name written, had the village or the road name.
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3.1.4.6 Merge with donations database

The process’s final stage consisted of merging the unique addresses dataset geocoded with the blood
donations dataset. In total, 4 324 578 blood donations (around 75,9%) ended with the district, council
and parish regarding the donor’s place of residence. 4 860 844 blood donations (around 85,4%) ended
just with the district and council/city regarding the donor’s place of residence.

3.1.5 Georeferencing collection site

Information regarding the place where each donation was made could be very useful. One could then
analyse and extract valuable insights from that information. For instance, Crawford et al. [23] used
collection site geo­information to study the importance of the distance between the donor’s region of
residence and the collection site and donor’s frequency of donation.

IPST provided some geo­information regarding the collection sites, such as the full address, latitude,
and longitude. They provided that data for a total of 1 409 collection sites. That data was then merged
with the blood donations database to obtain each donation’s collection site latitude and longitude. That
process is represented in the flowchart below.

The first stage of the process consisted of computing, for each donation, the collection site unique
identifier. It was computed based on three existing columns presented on the blood donations dataset.
Next, those columns were cleaned and merged to create the unique identifier column. From all blood
donations accounted in the dataset, 377 245 of them (around 6,7%) did not have a valid collection side
ID. After that, the unique ID’s of the collection sites, presented in the blood donations database, were
computed and merged with an external file provided by the IPST that contained the geo­information for
some collection sites.

As said above, IPST provided geo­information regarding 1 409 collection sites. However, after com­
puting the unique collection site IDs from the blood donations dataset, it was possible to note that there
were a total of 5 853 different collection sites in it. It means that, in the blood donations dataset, there
were blood donations from 4 444 collection sites for which geo­information regarding the collection site
was not available.

After merging the unique collection site ID’s with the blood donations dataset, it was possible to
check that those 1 409 collection sites with geo­information corresponded to 2 254 127 blood donations
(around 40%). On the other hand, those 4 444 collection sites for which geo­information was not provided
corresponded to 3 390 183 blood donations (around 60%).

3.1.6 Rural or Urban Areas

Above was described the data processing made to obtain geo­information regarding the collection site
and the donor’s address. In total, 75,9% of the blood donations were geocoded regarding the donor’s
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address and around 40% regarding the blood collection site address. With that information, one could
then merge it with external and open data to increase the data quality and to increase the quality of the
analysis made.

Lattimore et al. [60] assigned their donor’s postcodes data to rural or urban settlements to increase
the quality of their analysis and to try to evaluate whether donation frequencies were different in those
different regions. They conclude that donor’s residents in rural areas returned more frequently in the
first 6 months after their first donation when compared with those residents in urban centres. A similar
approach was adopted to retrieve information regarding the donor’s residence based on that study.

The concentration of both the population and the economic activity in urban areas led to the de­
velopment of a classification mechanism to delimit representative units of the urban dimension. As a
result, Instituto Nacional de Estatística (INE) developed a territorial nomenclature about the degree of
urbanization of the Portuguese parishes called TIPAU, which if free available 10. It classifies parishes
tripartitely in Áreas Predominantemente Urbanas (APU), Áreas Maioritariamente Urbanas (AMU) and
Áreas Predominantemente Rurais (APR).

The blood donation data was merged with TIPAU data to obtain the degree of urbanization regarding
both the collection site place and donors place of living. A variable namedBFTwas created. This variable
indicates the degree of urbanization of the parish where the donation was made. Regarding donor’s place
of living, a variable named DFT was created, which indicates the degree of urbanization of the parish
regarding donor place of residence. By adding this information to the blood donation data, one could
further test, for instance, if different donor’s behavioural patterns exist in areas with different levels of
urbanization.

3.1.7 Shapefiles and spatial data

In order to explore the geographic distribution of blood donations, shapefiles were used to get the shape
of the Portuguese councils and districts, and afterwards, they were converted to TopoJSON to plot them
on PowerBI. The districts 11 and councils 12 shapefiles were obtained via the Portuguese public adminis­
tration open data portal 13 .

A shapefile is a standard geospatial data format for Geographic Information System developed and
regulated by the Environmental Systems Research Institute. It can describe points, lines, and polygons.
A point is zero dimension and has only the property of location. A line is one­dimensional and has the
property of length and location. A line has two end points and may have additional points in between
to mark the line’s shape. A polygon is two­dimensional and has the properties of area, perimeter, and
location [19].

10https://dados.gov.pt/en/datasets/tipologia-das-areas-urbanas-2014/
11https://dados.gov.pt/pt/datasets/distritos-de-portugal/
12https://dados.gov.pt/pt/datasets/concelhos-de-portugal/
13https://dados.gov.pt/en/
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Figure 3.3: Total number of donations across time.

The shapefile is not a single file but a collection of files stored in the same directory with a common
filename prefix. It contains three mandatory file: the main file (.shp), the index file (.shx) and the database
file .dbf. The first two describe the geometry: the .shp file stores the feature geometry, with each record
describing a shape with a list of its vertices. The .shx file maintains the feature geometry’s spatial index,
and the .dbf file contains feature attributes with one record per feature [30].

To plot a shape map in PowerBI, one needs to use a TopoJSON file format instead of a shapefile. So,
the districts and councils shapefiles were converted to TopoJSON by using a public service 14.

3.2 Exploratory data analysis

EDA is the process of extracting meaningful information from the data, by investigating the dataset,
elucidating subjects, and visualizing outcomes. The term EDA was first coined by John W. Tukey for
describing the act of looking at data to see what it seems to say [69]. EDA is an approach to data analysis
that applies a variety of techniques to maximize specific insights into a dataset, reveal an underlying
structure and extract significant variables from it [70]. It allows data visualization in order to understand
it as well as to create hypotheses for further analysis and focuses on creating a synopsis of data or insights
for the next steps in a data mining project [70]. In this section, EDA is performed by analyzing the main
columns of the dataset.

Figure 3.3 shows the total number of blood donations during time. By analyzing it, it is possible to
note that total blood donations have decreased over the last ten years. It had a spike in 2009 with 363
123 donations, and since then, it has decreased continuously. In 2019, 235 168 donations were made,
representing a decrease of 35% over 10 years.

14https://mapshaper.org/
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3.2.1 Regular and new donors

Figure 3.4 (A) show the total number of donations from regular donors. Recall that, according to IPST,
a regular donor donates at least once a year. Blood donations from regular donors were identified by
assigning a key, for each blood donation, if the donor had donated in the previous 12 months, counting
from the day of the given donation.

It is possible to see that 3 970 745 (69,7%) blood donations were assigned as donations from regu­
lar donors. IPST should make efforts to maintain those donors since they are their major asset. Also,
according to the World Health Organization (WHO) [97], regular donors are safer than first­time donors
because they are informed, committed and regularly screened for diseases.

On the other hand, Figure 3.4 (B) shows the number of donations that came from new donors. It is
possible to see that 4 648 228 (81,6%) blood donations did not come from new donors.
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Figure 3.4: Donations from experienced donors (A) and new donors (B).

Figure 3.5 shows the number of new donors for each year. It is possible to see that the number of
new donors per year is decreasing in the last 10 years, as happens with donations. It had a spike in 2005,
accounting for 60 791 new donors that year. In 2009 there were 60 774 new donors, while in 2009, there
were 26 901, which represents a decrease of around 44% in the total number of new donors in ten years.

3.2.2 Donation type

According to IPST, a donor is an individual with healthy habits and behaviours who voluntarily appears in
the blood service to donate blood. There are two types of blood donations: homologous and autologous.
Homologous donations are when a person donates blood to be used by another individual. They could be
divided into whole blood (i.e. standard) and apheresis donations. Apheresis donations differentiate from
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Figure 3.5: New donors over time.
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Figure 3.6: Donation types.

whole blood donations because just a specific blood component is donated, such as plasma, platelets, or
red or white blood cells. On the contrary, autologous blood donations are when a person donates blood
for their own use. Figure 3.6 shows the distribution of the donation type column.

It is possible to observe that 99,1% of blood donations are whole blood donations. The dataset also
included 43 762 apheresis and 367 autologous donations.

3.2.3 Demographics

Table 3.1 contains data regarding three donor demographic characteristics and their respective distribution
in four different populations: the population of all blood donations, the donations from new donors and
regular donors, and the population of donations in which adverse reactions were recorded.

By analysing the total population, females accounted for 48,14% of total donations while males ac­
counted for 51,85%. The age group with more donations is between 35­44, accounting for 27,58% of
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Table 3.1: Donations demographics.

All donations New donor donations Regular donors donations Adverse reactions

Male 2 950 728 (51,85%) 507 377 (48,68%) 2 100 394 (52,89%) 10 208 (41,06%)
Female 2 739 756 (48,14%) 534 879 (51,31%) 1 870 351 (47,11%) 14 655 (58,94%)

18 ­ 24 860 616 (15,12%) 357 167 (34,27%) 418 155 (10,53%) 7 576 (30,47%)
25 ­ 34 1 282 580 (22,54%) 269 809 (25,89%) 812 367 (20,46%) 7 145 (28,74%)
35 ­ 44 1 570 357 (27,59%) 231 084 (22,17%) 1 143 282 (28,79%) 5 732 (23,05%)
45 ­ 54 1 287 792 (22,63%) 136 337 (13,08%) 1 018 961 (25,66%) 3 227 (12,98%)
55 ­ 70 689 139 (12,11%) 47 859 (4,59%) 577 980 (14,57%) 1 183 (4,76%)

A+ 2 083 593 (38,49%) 315 340 (38,57%) 1 516 114 (38,51%) 9 735 (39,15%)
A­ 404 045 (7,53%) 59 939 (7,33%) 294 501 (7,48%) 1 986 (7,99%)
O+ 1 920 077 (35,47%) 288 593 (35,3%) 1 398 848 (35,54%) 8 349 (33,58%)
O­ 407 771 (7,53%) 58 724 (7,18%) 298 396 (7,59%) 1 922 (7,73%)
AB+ 154 972 (2,86%) 24 332 (2,97%) 111 820 (2,84%) 702 (2,82%)
AB­ 30 199 (0,56%) 4 569 (0,56%) 21 825 (0,55%) 124 (0,5%)
B+ 341 876 (6,31%) 55 270 (6,75%) 244 219 (6,20%) 1 624 (6,53%)
B­ 70 486 (1,3%) 10 891 (1,33%) 50 531 (1,28%) 3 28 (1,32%)

total donations. The blood types with more donations were A+ and O+ with 38,49% and 35,47% of total
donations, respectively.

A total of 1 042 256 (18,32%) blood donations came from new donors. Of those, 51,31% came
from female donors, and 48,68% from male donors. It is possible to observe a considerable difference
between the total population’s age distribution and the new donor’s population distribution. While in
the total population the age group between 18­24 accounted for just 15,12% of total donations, this ratio
increases to 34,27% for new donors. This means that new donors tend to be younger. Regarding blood
type, there is no significant difference between its distribution in the total population and new donor’s
population.

Among all donations, 3 970 745 (69,78%) came from regular donors. They are more likely to be
females (52,3%) than males (47,1%). Also, regular donors are generally older than the new donor’s
population. That difference is highlighted in Figure 3.7. Based on this analysis, more efforts should be
made by IPST in order to retain new donors and turn them into regular ones.

A total of 24 837 (0,43%) adverse reactions were recorded. Among this total, 41,06% were from
male donors, while 58,95% were from female donors. The majority of adverse reactions were recorded
for donors within the 18­24 age group (30,47%). There is no significant difference between the blood
type distribution among the population with adverse reactions and the total population. Just 28,82% of
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Figure 3.7: Age distribution by donations from new/regular donors. The values were normalized.

the reactions were recorded in new donors.

Figure 3.8 shows donors marital and employment status distribution, according to the number of total
donations. It is possible to observe that around 61% of total blood donations came from married donors,
while around 29% came from single donors. Figure 3.8 (B) regards the employment status, which is a
variable that was computed based on the profession column available on the raw dataset. It is possible
to observe that most of the donations came from employed blood donors, while just a few came from
unemployed and students.

3.2.4 Collection site type

According to IPST internal documentation, donations sessions are organized in what is called ’harvest
sessions’. Those harvest sessions could be described as a period in which a team of IPST professionals
aims to collect blood or blood components.

Figure 3.9 shows the IPST harvest sessions types. They could be of two different main types: mo­
bile and fixed. The mobile ones are located in a temporary (physical space) or mobile place (a van, for
instance) situated outside a blood establishment, requiring the relocation of equipment, human and ma­
terial resources, and these sessions last a specific time window. The fixed harvest sessions are regular,
i.e. sessions that last the whole year, and they could be of two different types: fixed station, which means
inside an IPST blood centre, or in an advanced station that is usually outside IPST blood centres.

32



Chapter 3 Data

MA
RR
IED

SIN
GL
E

DIV
OR
CE
D

UN
ION

WI
DO
W

UN
KN
OW

N

SE
PA
RA
TE
D

RE
LIG
IOU

S

Donor marital status

0

500 000

1 000 000

1 500 000

2 000 000

2 500 000

3 000 000

3 500 000

Nr
. o

f D
on

at
io
ns

3 429 569

1 633 508

316 983
80 134 70 963 46 780 8 267 66

A

EM
PLO

YE
D

UN
EM
PLO

YE
D

ST
UD
EN
T

Donor employment status

3 869 235

443 331 386 370

B

Figure 3.8: Donors marital (A) and employment (B) status.
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Figure 3.9: IPST harvest sessions types.

Figure 3.10 (A) shows the number of blood donations by collection site type. It is possible to see
that 4 029 323 (70,8%) of the blood donations had a collection type of ’OTHER’, while the rest 30% had
values regarding the real types of collection sites that can be seen in Figure 3.9. The values assigned with
’OTHER’ are probably a kind of default value taken from the transnational software from where the data
was taken.

The variable regarding the collection site place initially had a cardinality of 19. However, 9 of those
unique values were assigned less than 1 000 records. Because of that, a category called ’DIVERSOS’
was created, which merges all those values. Figure 3.10 (B) shows the distribution of that variable. It
is possible to observe that 2 583 367 donations had assigned ’OUTRA’ value, which might be a default
value. Following that, 827 954 donations were made in schools, while around 734 835 and 368 792
donations have taken place in localities, i.e. small villages, and companies.
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Figure 3.10: Collection site type (A) and place (B).

3.2.5 Geographic distribution

Figure 3.11 shows the geographic distribution of the blood donations regarding the collection site address.
Lisbon, Porto, and Aveiro are the three districts with the most significant number of donations, accounting
for a total of 1 095 769 (21,76%), 1 027 642 (20,32%), and 802 110 (15,86%) donations, respectively.
On the other hand, Beja is the district with fewer donations, accounting for just 2 992 (0,07%) donations.

Figure 3.11: Blood donations geographic distribution.

Figure 3.12 shows the geographic distribution of the percentage of blood donations from experienced
donors for each district. Aveiro is the district where the most considerable percentage was identified.
Among the 824 410 total donations, 654 864 (79,43%) were from experienced donors. Following Aveiro
comes Vila Real and Porto districts, where 77,48% and 71,66% of their total donations were from experi­
enced donors. Lisbon, which is the district with more donations, accounts for just 61,04% of those from
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Figure 3.13: Geographic distribution of the percentage of blood donations from new donors.

experienced donors.

Figure 3.12: Geographic distribution of the percentage of blood donations from experienced donors.

Figure 3.13 shows the percentage of blood donations that came from new donors. As can be seen,
Beja is the district with the highest percentage of new donors. From those 3 874 total donations, 3 090
(79,76%) were from new donors. Despite being the districts where more donations were made, Porto and
Lisbon had a small percentage of new donors. In Lisbon, just 22,41% of the total donations were from
new donors, while this ratio decreases to 17,18% in Porto.

Porto and Braga were the districts with more adverse reactions recorded. Among the total reactions
identified, 37,62% and 20,11% were in Porto and Braga, respectively. Lisbon accounts for 13,33% of the
adverse reactions recorded. Regarding blood type, there is no significant difference in its geographical
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distribution.

3.2.6 Donations per 1000 residents

According to theWHOEurope, the average number of total blood donations in the 30 European countries
that reported comparable data, rose from 34.7 per 1000 population in 2008 to 36.5 in 2010. In total, the
average number of donations across the European Region ranges from 6 to 67.6 per 1000 inhabitants,
with Denmark reporting the highest blood donation rate [1]. WHO Europe states that, for a country to be
self­sufficient in national blood supplies, a country is estimated to need to maintain a minimum average
of 20–25 experienced donors per 1000 inhabitants.

The two ratios mentioned above, the number of donations per 1000 residents and the number of expe­
rienced donors per 1000 residents, were computed and analysed. External data regarding the Portuguese
population for each year was obtained from PORDATA 15. That data was then processed to obtain just
the population eligible to donate blood, i.e. those from 18 to 70 years old.
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Figure 3.14: Donations per 1000 residents: in thewhole population; and just donations assigned as regular
donors.

By analysing the Figure 3.14 it is possible to see a similar trend to the one observed in Figure 3.3,
with the number of donations per 1000 residents increasing until 2009 and decreasing since then. In 2009
it had a spike with around 51.69 blood donations per 1000 residents. In 2019 that ratio has dropped to
35.53. The number of experienced donors per 1000 inhabitants per year follows a similar pattern, with
a spike in 2010 with an average of 21.54 experienced donors per 1000 residents. In 2019 it decreased to
14.54 experienced donors per 2000 residents, which is quite below the WHO Europe’s recommendation
for the country to be self­sufficient regarding its blood needs.

15https://www.pordata.pt/Portugal/Popula%c3%a7%c3%a3o+residente++estimativas+a+31+de+
Dezembro+total+e+por+grupo+et%c3%a1rio-7
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By taking into account the donors region of residence, the number of donations per 1 000 residents
was computed. A ratio between the number of donations throughout 1995 to 2019 and the regional
population for each council was established, which allowed determining the mean number of donations
per 1 000 residents, per district and council. To compute the number of donations per 1 000 residents,
the population estimates for each council were obtained via the PORDATA open data portal16. This data
was then cleaned and merged with the blood donations dataset, and the ratios were computed.

Figure 3.15 shows the geographic distribution of the number of donations per 1 000 residents. Beja
accounts for just 1.84 donations per 1 000 residents, being the district with the lowest ratio, while Aveiro
is the district where the highest ratio was observed, accounting for 61,19 donations per 1 000 residents.
Lisbon and Porto, the districts where more donations are made, account for around 28 and 29 per 1 000
residents.

Figure 3.15: Donations per 1000 residents.

3.2.7 Rural of Urban areas

Figure 3.16 shows the distribution of the degree of urbanization for both donor’s place of residence (Fig­
ure 3.16 (A)), and the collection site parish (Figure 3.16 (B)). Regarding DFT, it is possible to observe
that most donations were made in APU and AMU areas. The same happens with BFT distribution, in
which just 4% of the donations were made in collection sites located in rural areas.

16https://www.pordata.pt/Municipios/Popula%c3%a7%c3%a3o+residente++estimativas+a+31+de+
Dezembro+total+e+por+grupo+et%c3%a1rio-137
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Figure 3.16: Donations per DFT and BFT.
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Predicting and understanding factors
contributing to donor return

Aswe have seen in the Section 2.5.2, multiple studies analysed the determinants of blood donors return, by
using mainly logistic regression models. In this task we propose to analyse the factors influencing donor
return by using the most recent machine learning techniques. We hypothesise that a machine could learn
the relationship between donor demographics, as well as other features, and the target variable indicating
donor’s return. This task could be described as a binary classification task, in which we wanted to predict
whether a donor would donate blood in the following 52 weeks (one year) following their first donation.

Both the European Union (EU) and IPST make a distinction between new and experienced
donors. The guideline on epidemiological data on blood transmissible infections (EMA/CHMP/B­
WP/548524/2008) 1 from the European Medicines Agency recommends the EU members to distinguish
between new and experienced donors. IPST followed the EU guidelines and adopted the same distinction
2. The scientific literature also made a distinction between the two types of donors, to try to understand
which factors mostly contribute to future donations among those different segments. For instance, there
is a strong evidence [10, 21, 32, 33, 51, 78, 89, 90] that donor’s future behaviour for experienced donors
is mainly predicted by their past behaviour, while for new donors those metrics are not available.

Based on that, we believe that it makes sense to distinguish between new and experienced donors by
creating different machine learning models for each group, to understand which factors motivate those
two different groups of blood donors. Therefore, this task aims to separately identify the determinants of
donor’s future behaviour among those two groups.

The remainder of this Chapter is organized as follows. Section 4.1 describes the data used and Sec­
tion 4.2 draw the methodology followed. Section 4.3 shows and discusses the results obtained. Finally,
Section 4.4 analysis the feature importance for some of themodels trained, by using themost recent model
interpretability techniques, and Section 4.5 illustrates the impact that donors past behaviour features had

1https://www.ema.europa.eu/en/epidemiological-data-blood-transmissible-infections
2http://www.ipst.pt/files/IPST/INFORMACAO_DOCUMENTACAO/manual_gestao_dadores.pdf
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on the classifiers.

4.1 Data

The data used for this classification task consists of 583 728 blood donations made between 2016 and
2019. It was decided to use just data for four years due to different reasons. First, 2020 data was removed
because it was an atypical year due to the COVID­19 pandemic 3. Also, it would not make sense to
analyze older data when new data is available. It would be valuable for IPST to know the current donor
behaviours/patterns and not the old ones. Furthermore, the data from the last years had less missing values
when compared to older data, which could enrich our analysis. There is also a computational reason. In
total IPST provided around 5.8 million records, dating from around 1970 until 2020. This is a massive
amount of data, which would require a substantial computational cost to train machine learning models
with all of that. Despise that, it would not make sense to search for donor’s behaviour for such a long
time because their behaviours could have changed during those 50 years.

The features used for this classification task are presented in Table 4.1. It contains the features used
for both the new and experienced donors segments. In addition, Table 4.2 contains the additional features
that were used just for the experienced donor’s segment.

Each record consists of a blood donation, and there were available features regarding five different
subgroups. The first subgroup is about donor’s demographics, including features such as donor’s gender,
age, nationality, civil status, working situation and blood type. The second subgroup is about donor’s
geographic information, such as their place of residence. That subgroup includes just the metric TIPAU,
which gives a sense of the urbanization level of the donor’s place of residence.

Then, the other three subgroups include information about the donation itself. For example, there
are features about when the donation was made (Donation ­ temporal), features containing donation ge­
ographic information (Donation ­ geographic), such as if it happened in a metropolitan area, in a capital
district or at a given CST (Lisbon, Porto or Coimbra). Finally, the last subgroup contains features regard­
ing the donation that are neither temporal nor geographic, such as if an adverse reaction was recorded,
the blood facility centre type, and the place where the donation was made.

Table 4.2 contains the features that were computed just for the experienced donor’s segment because
they measure aspects of the past behaviour, which are not available for new donors. Those features are
indicators of the donor’s past behaviour at the moment of each donation and were first computed by
Ferguson [32]. According to Ferguson [32], adding those metrics to the machine learning models could
likely increase their performance.

3https://en.wikipedia.org/wiki/COVID-19_pandemic
4Donor’s demographic features
5Donor’s geographic features
6Donation temporal features
7Donation geographic features
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Table 4.1: Dataset description.

Subgroup Feature Type Description

Donor ­ Demo.4

Gender Boolean Male or Female
Age Ordinal Bins were created to reduce feature variance
Blood Type Nominal A+, A­, B+, B­ ,AB+,AB­,O+,O­
Nationality Boolean Portuguese or other
Civil status Nominal Married, Single, Divorced or Widowed
Working situation Nominal Student, Employed or Unemployed

Donor ­ Geo.5 Parish TIPAU Nominal Predominantly Urban, Medium urban or Rural areas

Donation ­ Temp.6

.

Month Ordinal Month of the year when donation happened
Week day Ordinal Weekday when donation happened
Week of month Ordinal Week of month when donation happened
Weekend Boolean True for if the donation happened in a weekend, False otherwise
Semester Boolean True for if the donation happened in the first semester, False otherwise

Donation ­ Geo.7

CST Nominal Lisbon, Coimbra or Porto
District capital Boolean True if the donation happened in a district capital, False otherwise
Metropolitan area Nominal Lisbon or Porto metropolitans areas, or ’Other’ otherwise
Parish TIPAU Nominal Predominantly Urban, Medium urban or Rural areas

Donation ­ Other
Reaction Boolean True if an adverse reaction was recorded, False otherwise
Facility Centre Type Nominal 4 possible values regarding fixed or mobile station
Place Nominal 10 possible values such as: schools, companies, fire stations, etc

Class Boolean True if donor returned within 52 weeks from the first donation, False otherwise

Table 4.2: Features for experienced donors.

Subgroup Feature Type Description

Past variables

Frequency Ordinal Number of previous donations made by the donor
Years donating Ordinal For how many years the donor donate
Eligibility rate Continuous The division between frequency and number of years passed since the donor was 18
Recency Ordinal Number of months since the previous donation

The features presented in Table 4.2 measured the past behaviour in different perspectives. Ferguson
[32] observed that their data had shown that recency and frequency were orthogonal, i.e., they measure
entirely different aspects of the past behaviour. Based on that, the Person correlation was computed to
analyse the correlation between those four variables regarding the donor’s past behaviour. Figure 4.1
shows the correlation plot.

It is possible to see that the variables years donating and recency have a correlation very close to
zero. It makes sense because they measure different aspects of donors’ past behaviour: whilst ’years
donating’ measures how long a donor donates, ’recency’ regards how many months had passed since
the last donation. As opposed to Ferguson [32], the data used for this task do not show orthogonality
between recency and frequency (i.e. nr_past_donations): although the correlation is small (­0.19), it still
exists. Nevertheless, there is a high correlation between (0.71) frequency and years donating, which is
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Figure 4.1: Past behaviour features correlation.

understandable: those who donated most in the past tend to be those who donate for a longer time.

4.2 Methodology

Figure 4.2 shows an overview of the methodology used in the present task. Using whole blood donations
from 2016­19, the first stage of the methodology consisted of manual donor’s stratification. First, the
data was manually segmented according to multiple geographic criterion’s to search for different donor’s
behaviours in different geographic regions. Then, two separate datasets were created for each geographic
segment: one of new donors and the other of experienced donors.

For each of those datasets, different classifiers were therefore trained, and for each of those, different
data processing pipelines were adopted. For a given model/pipeline combination, the models are build
using a stratified 5 * 10­fold cross­validation scheme, evaluated, and the best parameters were chosen
using random search [11].

4.2.1 Manual Donor’s Stratification

The input for the Data Segmentation process is composed of whole blood donations made in Portugal
between 2016 and 2019. The first stage of the data segmentation process consisted of creating different
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Figure 4.2: Methodology overview.

segments according to different geographic features available in the dataset, thus creating specialized
models for each geographic segment. This segmentation process aimed to search for different donor’s
behaviours/patterns in different geographic regions. The process of segmenting the dataset and creat­
ing different models for different segments is commonly used in many fields. For example, in order to
predict housing costs based on affinity to economic assets, predictive models could be built at the level
of counties, districts, states or countries [52], depending on the requirements of the application and data
availability.

Nevertheless, Lattimore et al. [60] found that the donation frequency varied across geographic re­
gion, with the lowest donation rate among those residents in London. They stated that that difference
could reflect the more diverse, younger and mobile population hosted in London when compared to other
regions. Other studies also observed differences in donor behaviour between people from rural and urban
areas, with those donating in urban areas reporting lower donation rates [103, 104]. Moreover, in Section
3.2, geographical differences were also observed among the Portuguese blood donor population. For
instance, despite Lisbon being the district with the most significant number of donations, Aveiro, Vila
Real, and Porto have the highest proportion of donations from experienced donors. It was also seen that
Lisbon had a more considerable percentage of new donors when compared to those other three districts.
Also, it was seen that experienced donors tend to be older when compared to new donors.

The Portuguese donor population’s geographic and demographic differences indicate different donor
behaviours in different geographic regions. Because of that, it was decided to segment the data according
to geographic characteristics. The geographic features used for the data segmentation are the following:

• Brigada Distrito (BD): The dataset used for this task contained blood donations made in 16 of the
18 Portuguese districts. The two missing districts are Beja and Portalegre because there is no data
available for those two geographic regions in the period under study;

• CST: There are 3 CST’s in total: Lisboa, Porto and Coimbra;
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• BFT: There are three TIPAU segments: APU, AMU and APR. Data segments were created re­
garding the TIPAU categories of the collection site parish;

• DFT: Segmentation according to TIPAU was also made, but this time regarding the categorization
of the donor’s parish place of residence;

• MA: There are two MA’s: AML and Área Metropolitana do Porto (AMP). A third segment was
created that included all the donations made outside the two MA’s.

In total, 28 geographic segments were created, and each of them was then split into donations from
new and experienced donors, ending with a total of 56 segments for which machine learning experiences
were trained on top.

4.2.2 Data Preprocessing

The data preprocessing stage included different tasks, such as dealing with data missing data or constant
values, and feature encoding and normalization.

Regarding encoding, the nominal features (see Table 4.1) were encoded by using one­hot encoding,
whilst for the ordinal features ordinal encoding was used, in order to keep the natural order between
the values. The ordinal features were also normalized to a range of [0,1]. The binary features were
transformed into 1 when the value is True, and 0 otherwise. Concerning missing data, the rows that
included missing values were removed, for each data segment.

Also, features which are constant, i.e., features in which its values are the same for all the records,
were removed. The existence of features with constant values happened due to the data segmentation
process. For instance, as can be seen in Table 4.5, the dataset for Aveiro had 49 features (after one­hot
encoding), whilst the dataset for Bragança had 41. An analysis of the dataset showed that, for Brangaça,
three features were constants: ’Facility centre type’, CST and MA, whilst for Aveiro there were none
features with constant values. Also, for the dataset that regards Aveiro, MA feature could have two
possible values: ’Porto’ and ’Other’, because Porto’s MA include some parts of the Aveiro district. On
the other hand, the same feature for the Bragança segment is a constant ’Other’, because Bragança is not
part of any MA. This process of removing constant features induced datasets with different number of
features.

4.2.3 Model Learning & Evaluation for each Data Segment

Each data segment was imputed to 4 different classifiers: RF, Gradient Boosting (GB), AdaBoost (ADB)
of RF’s, and a MLP. Next, different pipelines regarding resampling techniques and feature selection with
chi­squared tests were tested for each classifier.
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Table 4.3: Pipelines.

Resampling Chi­squared
No Yes
No No
SMOTETomek Yes
SMOTETomek No
TomekLinks Yes
TomekLinks No

Two different resampling techniques, one of oversampling and the other of undersampling, were
tested: SMOTETomek and TomekLinks [100]. The former is an oversampling approach that follows
the idea presented in [26], where SMOTE [22] oversampling algorithm is applied first, followed by
the application of TomekLinks undersampling algorithm as a data cleaning method. The latter is an
undersampling algorithm that aims to decrease the size of the majority class. Notwithstanding those two
resampling techniques, the original dataset, i.e., the dataset without any resampling technique applied,
was also used.

As a feature selection method, chi­squared tests were taken independently for each feature and the
7 most important features, i.e., the 7 features most dependent on the target variable, were chosen as
dependent variables for model training.

In total, for each classifier 6 different pipelines were tested: the original dataset plus the 2 different
resampling techniques, and for each of those resampling techniques, feature selection with the chi­square
method was applied or not. Table 4.3 shows all the pipelines tested for each classifier.

A random search approach was performed to find the best parameters for each model/pipeline com­
bination. The parameters and corresponding ranges are detailed in Table 4.4. The best parameters were
chosen according to the best average AUC across the nested 5*10­fold cross­validation classification re­
sults. This way, model generalization error was estimated by averaging 5 different models test set scores
trained over different dataset splits.

For model evaluation (the outer cross­validation loop), several metrics were retrieved such as the
AUC, F­measure, predictive accuracy, sensitivity and specificity. AUC is an evaluation metric that pro­
vides information about how much the model can distinguish between classes, by using different classi­
fication thresholds 8. The usage of different thresholds provide insights into the model’s trade­off within
sensitivity and specificity. Sensitivity and specificity refer to the model’s accuracy regarding the positives
and negatives, respectively. F­measure focus on the analysis of the positive class: it is the the weighted
harmonic mean between positive predictive value and true positive rate, also known as precision and
sensitivity, respectively, in the literature [36].

8The classification threshold used in this dissertation was 0.5
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Table 4.4: Parameters and corresponding values testes for each model.

Classifier Parameter Range
RF Nr of trees range(50,500,50)9

RF Criterion {Gini Index, Entropy}
GB Boosting stages range(50,500,50)
GB Learning rate {0.01, 0.1, 0.2}
GB Minimum samples to leaf {20, 30, 40, 50, 60, 70, 80}
GB Minimum samples to split range(200,500,50)
ADB Nr of trees range(50,500,50)
MLP Network sizes {(10,), (20,), (40,), (60,), (100,), (10, 10), (20,20), (40, 40), (60,60), (100, 100)}10

MLP Learning rate {0.01, 0.05, 0.1}

In conclusion, there were a total of 56 data segments for which machine learning experiences were
made. For each of those, 4 different classifiers were training, and for each classifier, 6 different pipelines
regarding different resampling and feature selection techniques were applied, ending with around 1 300
machine learning experiences made. Those experiences were developed by using Python as programming
language and scikit­learn 11 as the machine learning tool. To deal with class imbalance, the imblearn12

python package was used. Section 4.3 shows the results of those experiences.

4.3 Results and Discussion

This section presents and discusses the results obtained by the proposed approach using manual donor
segmentation and specific models for predicting and understanding donor’s return behaviour, for each
segment. Section 4.3.1 shows the results for the new donors, whilst Section 4.3.2 shows the results for
experienced donors.

4.3.1 New donors

Table 4.5 shows the class distribution and the number of new donors per data segment, obtained by
following the manual data segmentation approach proposed before. Recall that the manual data segmen­
tation was made according to 5 different features. Bellow are the results are presented, according to each
feature.

9A list of numbers starting in 50, ending in 500 and with a step of 50 between them
10(10,) stands for a network with 10 neurons and a single hidden layer; (10,10) stands for a network with 2 hidden layers and

10 neurons on each
11https://scikit-learn.org/stable/
12https://imbalanced-learn.org/stable
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Table 4.5: Geographic data segments statistics, for new donors.

Segment Value Nr. Records Nr. Features Percentage of positives

BD

Aveiro 2 410 49 50,3%
Bragança 470 41 48,7%
Braga 4 295 44 47,5%
Castelo Branco 934 42 51,2%
Coimbra 1 290 43 40,5%
Faro 232 35 18,1%
Guarda 428 42 45,3%
Leiria 1 267 47 45,9%
Lisboa 11 001 50 41,8%
Porto 7 302 49 48,5%
Santarém 1 441 47 40,0%
Setúbal 1 355 47 37,9%
Viana do Castelo 674 42 40,2%
Vila Real 904 42 58,8%
Viseu 1 093 45 41,4%

CST
Porto 7 321 48 48,8%
Lisboa 14 219 50 41,1%
Coimbra 13 902 48 45,1%

BFT
AMU 2 222 49 46,4%
APU 35 555 51 44,7%
APR 665 47 51,1%

DFT
AMU 4 520 51 48,1%
APU 28 840 51 44,0%
APR 2 082 51 50,6%

MA
AML 11 405 48 41,1%
AMP 6 656 48 45,3%
OTHER 17 381 51 47,3%
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Figure 4.3: AUC, Sensitivity and Specificity mean results by collection site district, for new donor seg­
ment’s. Recall that, for eachmodel tested, 6 different pipelines regarding resampling and feature selection
were tested (see Table 4.3). Furthermore, a 5*10 nested cross­validation procedure was used for each of
those pipelines as a model selection and evaluation technique. This means that, for each model/pipeline
combination, 5 different models were trained and tested inside the nested cross­validation procedure,
each of them over different dataset splits. Afterwards, the model generalization error was estimated by
computing the average test scores of the 5 different models. This plot shows the distribution of the av­
erages of all the pipelines tested. A vertical line was placed at the AUC plot, at x = 0.6, to help in the
interpretation.

By analysing the Table 4.5 it is possible to see that Lisbon and Porto have the biggest datasets. On
the other hand, Faro and Guarda have the smallest datasets. Regarding class distribution, it is possible
to observe that almost all segments have around 50% of positive cases, i.e., around 50% of new donors
returned following one years after their first donation. However, Faro’s segment contained just 18,1%
positive cases, followed by Setúbal (37,9%), Santarém (40%), Viseu (41,4%) and Lisboa (41,8%).

4.3.1.1 Brigada Distrito (BD)

Figure 4.3 shows a boxplot that represents the distribution of the AUC, Sensitivity, and Specificity aver­
ages for each collection site district. That distribution includes the nested cross­validation average for all
the models and pipelines tested.

By analysing the Figure 4.3, and by looking at the AUC means distribution, it is possible to see that
they are all placed around 0.6. This means that, in general, in none of the data segments the trained
models were truly capable of making a clear distinction between new donors who came after 12 months
following their first donation and those who did not.

However, some differences can be noted between models trained for each district. For instance,
models trained over Santarem data show an AUC median slightly better than models trained over blood
donations made in other districts. On the other hand, models trained over Faro’s data tend to be worse than
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Figure 4.4: Sensitivity and specificity means scores distribution for Lisboa’s data segment.

the others. This might be explained by the more accentuated class imbalance in Faro (18,1% of positive
cases: see Table 4.5), and by the fact that the IPST did not provided access to all the data regarding Faro’s
district. Because of that Faro’s results will be discarded in further analysis.

Regarding the Sensitivity and Specificity mean, things are a bit different. For instance, it is possible
to see that the models for Vila Real outperform the other data segments in terms of true positive rate
(sensitivity). There are a few models for Vila Real which are capable of correctly identify around 90%
of new donor’s who would return a year following their first donation, which is a quite good score in
predicting the positives. Notwithstanding that, Vila Real is also the worst data segment regarding the
true negative rate (specificity). This could be explained by the fact that Vila’s Real segment has the most
considerable percentage of positive cases (58,8%), which can cause models to overfit the positive data.

When looking at the Figure 4.3 it is also noteworthy that Setúbal and Lisboa’s segments had a pretty
big dispersion in their results when comparing it with the results for other segments. The distribution
of the mean sensitivity scores for the Lisboa’s segment had a minimum of 0.31, a median of 0.49 and
a maximum of 0.73, whilst Setúbal’s results had a minimum of 0.06, a median of 0.37 and a maximum
of 0.65. The class imbalance might explain those dispersions in the two segments (41,8% and 37,9%
of positive cases, respectively). Recall that the results presented in Figure 4.3 contain the results for
all the models and pipelines combined, which includes models trained with and without resampling.
Figure 4.4 shows the sensitivity and specificity means scores distribution by resampling strategy for the
models trained on Lisboa’s segment, while Figure 4.5 shows the same for the models trained on Setúbal’s
segment.

By analysing Figure 4.4 it gets clear that some of that dispersion could be explained by class imbal­
ance (41.8% of positive cases). When no resampling strategy was used, the median of the specificity
means was 0.80, while when the SMOTETomek oversampling algorithm was applied, it was 0.60. How­
ever, regarding sensitivity, when no resampling technique was used, the median was 0.39, whereas when
oversampling was used, it was 0.63. It shows that by oversampling the dataset, models tend to be more
balanced in their capacity to distinguish between both classes, while on the other hand, without resam­
pling, models tend to overfit towards negative cases.

The same pattern could also be seen in Figure 4.5, which regards Setúbal’s data segment. When no
resampling strategy was used, the specificity median was 0.83, while the sensitivity median was 0.26.
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Figure 4.5: Sensitivity and specificity means scores distribution for Setúbal’s data segment.
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Figure 4.6: AUC, Sensitivity and Specificity mean results by CST.

However, when oversampling was applied, the specificity and sensitivities median were 0.57 and 0.53,
respectively. The analysis of those two figures shows that the dispersion in the results in both Setúbal and
Lisboa’s segments could partly be explained by the slightly more accentuated class imbalance on those
two regions. The remaining part could be explained by the different performances across the different
models tested. However, none of the models had shown a noteworthy capacity to distinguish between
the two classes clearly.

4.3.1.2 Centro de Sangue e Transplantação (CST)

Concerning the results for the CST segments, Figure 4.6 shows that model’s trained for each segment
reached very similar results regarding the AUC evaluation metric. It is possible to see that the AUC
mean distribution for the three segments had a similar median, of around 0.6. Those are weak results for
a binary classification task, which means that the trained models are not learning how to property separate
between the two classes.

Regarding sensitivity, it is possible to see that the results for Porto’s CST data segment have a median
a little bigger than 0.6, which is a bit better when compared to the results for Lisboa and Coimbra CST’s
segments. Lisboa’s CST sensitivity mean distribution has a median of around 0.42 and a maximum of
0.66, while Coimbra’s CST has a sensitivity mean distribution with a median of 0.53 and a maximum of
0.69. Regarding the true negative rate, the opposite pattern than the one described above is noted: while
Porto’s CST is the segment in which the median of sensitivity means is higher, it is also the segment with
the lowest median, concerning specificity (0.61), when compared to Lisboa and Coimbra medians (0.80
and 0.67 respectively).
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Figure 4.7: Sensitivity and Specificity mean results by resampling strategy, for Coimbra’s CST.
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Figure 4.8: Sensitivity and Specificity mean results by resampling strategy, for Lisboa’s CST.

When comparing the specificity and sensitivity scores distributions, it is noteworthy that Coimbra
and Lisboa CST’s had a greater dispersion, when compared to the results for Porto’s CST.

Figure 4.7 shows the sensitivity and specificity mean scores distributions for Coimbra’s CST, accord­
ing to the three different resampling strategies adopted. It is possible to see that some of that dispersion
could be explained by the different resampling strategies used. It is possible to see that by oversam­
pling, models tend to score worse when predicting the negative cases, compared to when no resampling
was used. However, regarding the positive cases, models tend to perform better when trained over the
oversampled dataset, compared to then when no resampling was used. This is explained by the class im­
balance (45,1% of positive cases). When the training data is balanced regarding the classes, models tend
to be more balanced in distinguishing between the two classes. However, when trained over imbalanced
datasets, models could, in turn, overfit towards the class with more records.

The same pattern is also visible for Lisboa’s CST segment. Figure 4.8 shows the specificity and
sensitivity means distribution, by resampling strategy. It is possible to see that some of the dispersion
in the results for this segment could be exaplained by the different resampling strategies used. It is also
possible to observe that, without resampling, models tend to overfit towards the negative cases, which
might be explained by class imbalance (41,1% of positive cases). When oversampling was used, models
tend to be more balanced in their capacity to distinguish between the two classes.

4.3.1.3 Brigada Freguesia TIPAU (BFT)

The results for the BFT are pretty similar to ones obtained in the CST segments. Regarding the distribution
of the AUCmeans (Figure 4.9, the medians for the three segments are very close, around 0.6, which again
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Figure 4.9: AUC, Sensitivity and Specificity mean results by BFT.
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Figure 4.10: AUC, Sensitivity and Specificity mean results by DFT.

indicates a poor capacity of the trained models to learn to distinguish between the two classes. Regarding
true and false positives rates scores, there is no noteworthy result for each BFT segment.

4.3.1.4 Dador Freguesia TIPAU (DFT)

Again, the results for the DFT segments are generally poor. Regarding the AUC (Figure 4.10), all the
three segments reached a median of AUC means of around 0.6, with none of the segments outperforming
any other in a noteworthy way. Regarding sensitivity and specificity, a similar pattern to the one identified
in the BD and CST data segments is present here: segments with the the highest median of sensitivity
means are the ones with the lowest median of specificity means, and vice versa. For instance, the APU
segment had and median of sensitivity means of 0.54, being the lowest when compared to other segments.
Despite that, it reaches the highest median regarding the specificity mean (0.71), when compared to the
other segments.

4.3.1.5 Metropolitan Area (MA)

The results for the MA’s segments follow the same pattern that the ones for the other segments (Fig­
ure 4.11). The median for the AUC means is around 0.6 for the three segments. The ’mirror behaviour’
regarding the specificity and sensitivity is also seen here: the segments with the highest median regarding
specificity means are the segments with the lowest median regarding sensitivity, and vice versa. The me­
dian of the specificity means for the AML segment were about 0.81, while the median of the sensitivity
means was about 0.38.
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Figure 4.11: AUC, Sensitivity and Specificity mean results by MA.
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Figure 4.12: AML’s sensitivity and specificity mean distribution by resampling.

It is also possible to observe a dispersion in the results for the models trained on the AML’s segment,
regarding the specificity and sensitivity mean distributions. As can be seen in Figure 4.12, that dispersion
could be explained by the different resampling strategies used. Models trained on the original dataset, i.e.,
on the dataset without resampling, tend to overfit the negative cases, due to the class imbalance (41,1%
of positive cases). When oversampling was used, models tend to be more balanced in their predictions:
by oversampling, models tend to be better when predicting the positive cases, compared to when trained
on the original dataset; however, they tend to perform worse in predicting the negative cases.

4.3.1.6 Discussion

In general, the results showed that the manual segmentation made for the new donors did not work well,
given that no segment had a noteworthy performance compared to others. Furthermore, for all the five
manual segmentation’s made, the median AUC range of 0.55 ­ 0.6 shows a model’s incapacity to clearly
distinguish between donors who returned after a year following their first donation and those who did
not.

The weak scores regarding the AUC show that the classifiers had a poor performance in the task for
which they were trained, despite the different pipelines tested (regarding different classifiers, resampling
strategies, and the usage of chi­squared test for feature selection). However, some segment’s have shown
a dispersion in themean results regarding the true positive and negative rates, which turned to be explained
by a more accentuated class imbalance in those segments and the effect of resampling on those cases

For instance, regarding the segmentation by district (BD), in which models were trained over blood
donations made in each district, it was possible to observe a considerable dispersion in the specificity
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and sensitivity mean results for Setúbal and Lisboa’s segments, which turned to be explained by the class
imbalance in those districts and the different oversampling strategies adopted. Overall, models registered
specificity medians of around 0.6­0.7 and sensitivity medians of 0.5­0.6, which shows their incapacity
to distinguish between the two classes. The results for the CST’s segments also show a dispersion in the
models’ true positive and negative rate, which also turned to be explained by the class imbalance and the
resampling strategies used.

The strategy to segment the new donor’s dataset according to the typology where the donation oc­
curred (BFT) and where donors lived (DFT) did not work as expected. By splitting the dataset according
to those criteria, one wanted to test whether donors who lived or donated in urban areas had different
determinants influencing donor return than those who lived or donated in less rural areas. However, none
of the models trained over those datasets had shown a considerable performance.

Models trained for different metropolitan areas also did not show any noteworthy results. There
was a dispersion in the specificity and sensitivity means distribution for models trained on the Lisbon
metropolitan area, which was explained by a more accentuated class imbalance in that segment and the
resampling strategies used.

4.3.2 Experienced donors

Table 4.6 shows the dataset size and class distribution for the experienced donor’s segments.

By analysing it, it is possible to observe that the class distribution for the experienced donors’ seg­
ments has considerable differences compared with the new donors’ segments. While the former had a
percentage of positives of around 40­50%, in which around 50% of the news donor returned following
one year of their first donation, the latter shows a percentage of positives between 65 and 83% (excluding
Faro’s segment). Regarding the models for the BD segment, it is possible to observe that the Lisbon seg­
ment contained 67,1% of positive cases, while on the other hand, Vila Real contained 83,3% of positive
cases. Regarding the dataset sizes of the BD segments, it is possible to see that Lisboa, Porto and Braga
have the biggest datasets, while Faro, Viana do Castelo and Bragança have the smallest datasets.

4.3.2.1 Brigada Distrito (BD)

Figure 4.13 shows a boxplot representing the distribution of the mean AUC, Sensitivity and Specificity
for all the models trained over experienced donors on the AML’s segments.
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Table 4.6: Geographic data segments statistics, for experienced donors.

Segment Value Nr. Records Nr. Features Percentage of positives

BD

Aveiro 32 621 54 79,6%
Bragança 5400 45 79,2%
Braga 49 655 48 77,6%
Castelo Branco 8 202 46 76,5%
Coimbra 13 120 47 71,1%
Faro 474 40 40,3%
Guarda 5 531 46 75,7%
Leiria 20 177 51 75,6%
Lisboa 86 084 54 67,1%
Porto 69 835 53 76,6%
Santarém 15 386 51 73,6%
Setúbal 10 461 52 67,3%
Viana do Castelo 3 985 46 79,9%
Vila Real 14 658 46 83,3%
Viseu 10 063 49 71,0%

CST
Porto 146 206 52 77,7%
Lisboa 116 582 54 68,4%
Coimbra 82 934 52 75,2%

BFT
AMU 28 870 53 72,9%
APU 306 747 55 74,1%
APR 10 105 51 73,9%

DFT
AMU 52 930 55 75,0%
APU 267 440 55 73,6%
APR 25 352 55 76,4%

MA
AML 86 361 52 66,5%
AMP 67 368 52 76,6%
OTHER 191 993 55 76,4%
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Figure 4.13: AUC, Sensitivity and Specificity distribution results by collection site district, for experi­
enced donors.

An overview of Figure 4.13 shows that, for the experienced donors’ segment, the median of the
AUC’s mean distribution is slightly better when compared to the medians for the new donors’ segment
(see Figure 4.3). Whilst the former had medians of around 0.6, the latter had, for some segments, medians
of around 0.7. For instance, some classifiers trained over Lisboa and Setubal’s data showed an increase
in the AUC of 0.1 points, from 0.6 to 0.7. Nonetheless, the fact that AUC’s of 0.7 indicate that the models
are far from being perfect in their ability to distinguish between the two classes, an increase of 0.1 in the
AUC median could still be considered a noteworthy improvement.

A deeper analysis of Figure 4.13 shows some differences within models trained over blood donations
from different districts. For instance, models trained for Lisboa and Setúbal had a median of AUCmeans
of 0.70 and 0.69, respectively, while models trained for Bragança and Vila Real had a median of AUC
means of 0.58 and a.59, respectively.

When looking at the specificity and sensitivity mean’s distribution it’s possible to see that models tend
to perform much better when predicting the positive cases, which might be due to the highest percentage
of positive cases when dealing with experienced donors. For instance, the sensitivity means distribution
for the Vila Real segment had a median of 95,4% and a maximum of 98,1%, which are pretty good scores
in predicting the positive cases. However, regarding the prediction of the negative cases, it registered a
median of 24% (recall that in Vila Real 83,3% of the experienced donor’s returned a year following their
last donation). On the other hand, models trained for Lisboa’s segment (which contains 67,1% of positive
cases) did not register such a huge difference between themedians of the specificity and sensitivity means.

The boxplots identified some outliers regarding the sensitivity and specificity mean distributions,
which indicates a considerable dispersion in the results. Figure 4.14 a) shows those distributions for the
models trained without resampling, while Figure 4.14 b) shows them for the models trained over the over­
sampled datasets. It is possible to observe that oversampling the data segments had a considerable impact
on the results. Without oversampling models tended to be more imbalanced in their ability to distinguish
between the two classes: pretty good at identifying the positive cases and pretty bad at identifying the
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Figure 4.14: Sensitivity and Specificity distribution results by collection site district, for experienced
donors. a) shows the results without resampling; b) shows the results with oversampling.
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Figure 4.15: AUC, Sensitivity and Specificity distribution results by CST, for experienced donors.

negatives. On the other hand, by oversampling, the medians of the sensitivity means tend to decrease,
while the medians of the specificity tend to increase. This makes sense given the class imbalance for the
experienced donors’ segments (see Table 4.6)

4.3.2.2 Centro de Sangue e Transplantação (CST)

Figure 4.15 shows the mean distribution scores for the CST’s experienced donors segment. It is possible
to observe that the results are slightly better, when compared to the new donors’ segment (see 4.6),
especially for the models trained over the Lisboa’s CST: it had an AUC median of 0.58 in the new
donors’ segment, while for the experienced donors it registered an AUC median of 0.7.

Regarding the sensitivitymean distribution, it is possible to observe that LisboaCST’s had amedian of
around 0.8, while the models trained for Porto and Coimbra CST’s registered a median of around 0.9. On
the other hand, and regarding the specificity mean distribution, it is possible to observe that the models
trained for Porto and Coimbra CST’s tend to have small scores when compared to the Lisboa CST’s
segment. This might be explained by the differences in class imbalance within those three segments:
Lisboa’s CST segment had 68,4% of positive cases, while Porto and Coimbra CST’s had 77,7% and
75,2%, respectively. This indicates, again, that whenmodels are trained over a highly imbalanced dataset,
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Figure 4.16: AUC, Sensitivity and Specificity distribution results by BFT, for experienced donors.

they tend to perform better when predicting the most representative class.

4.3.2.3 Brigada Freguesia TIPAU (BFT)

Concerning the results for the BFT’s segment (Figure 4.16), it is possible to observe that training different
models over different typologies, regarding the place where the donation was made, did not show any
noteworthy effect. By comparing the AUCmeans distribution of the models trained over new (Figure 4.9)
and experienced donors, one can possibly see that it just had an effect on the APU segment.

The mean AUC distribution has a median of around 0.62, with the APU segment performing a bit
better (0.65), compared to other segments. Regarding the true and false positive rate scores, the models
tend to perform better when predicting the positive scores, with the median of sensitivity means of around
0.9 in all segments. Model scores for the negative cases are bad, with a specificity median for the APR and
AMU segments of around 0.35, while the APU segment had registered a median of 0.4 (which explains
the better performance regarding its AUC).

4.3.2.4 Dador Freguesia TIPAU (DFT)

Figure 4.17 shows the results regarding models trained for DFT’s segments. Recall that DFT segments
concern the typology of the donor’s address: rural, urban or predominantly urban areas. By analysing
the figure 4.17 it is possible to observe no noteworthy difference between models trained for different
typologies. As happened with other segments, the models tend to perform better when predicting the
positive cases.

By comparing these results with the ones obtained in the new donors’ segment (see Figure 4.10), it
is possible to see that all the segments had an improvement in the AUC median of around 0.05.

4.3.2.5 Metropolitan Area (MA)

Figure 4.18 shows the results for the MA’s segments. It is possible to observe that the models trained for
the Lisboa MA perform worse when predicting the positive cases when compared to Porto and others’
MA’s. For instance, regarding the sensitivity mean distribution, models trained for Lisboa had a median
of 81.7%, while Porto’s models had 91.2% and the models trained on the rest of the country (’OTHER’

58



Chapter 4 Predicting and understanding factors contributing to donor return

0.0 0.5 1.0
AUC mean

 AMU 

 APR 

 APU 

DF
T

0.0 0.5 1.0
Specificity mean

0.0 0.5 1.0
Sensitivity mean

Figure 4.17: AUC, Sensitivity and Specificity distribution results by DFT, for experienced donors.
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Figure 4.18: AUC, Sensitivity and Specificity distribution results by MA, for experienced donors.

in Figure 4.18) scored a median of 91%. This pattern was also observed in the results for the new donors
(see Figure 4.11).

On the other hand, Lisboa’s models tend to perform better in the prediction of the negative cases,
when compared to the other segments. This is consistent with the other results: models that tend to have
a good performance in predicting the positive cases are bad in predicting the negative cases.

By comparing those with the ones obtained for the new donors’ segment (see Figure 4.18), is possible
to observe, as it was in the other segments, that in general models performed better when dealing with
experienced donors.

4.3.3 Discussion

As happened with the new donor’s segment, the experienced donor’s segment results shows that the geo­
graphic segmentation made did not work as expected. The idea of splitting the data according to multiple
geographic characteristics was to test if different donor’s behaviours or patterns existed in different ge­
ographic regions, but that hypothesis could not be verified given the results obtained. No segment had
outstanding results, compared to other segments.

In general, the results for the experienced donor’s segments improved compared with the results for
the same geographic segment, but regarding new donors. The AUC’s median for the new donors seg­
mented ranged mainly between 0.55 and 0.6, while the AUC’s for the experienced donors ranged between
0.6 and 0.7 approximately. The mean AUC distributions had also shown relatively small dispersions from
the median, whereas sensitivity and specificity mean distributions tended to show more considerable dis­
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persion’s, with the boxplots identifying many outliers. This could be explained by class imbalance and
the impact that the different classifiers and resampling techniques tested had on it.

The boxplot analysis also showed that the performance improvement was due to an increased model’s
capacity to predict the positives correctly: in general, sensitivity and specificity medians ranged within
0.8­0.9 and 0.3­0.4, respectively. That increased capacity to distinguish the positive cases, when com­
pared to the new donors’ segment, might be explained by:

1. A more accentuated percentage of positives: while just 40 to 50% of new donors return a year
following their first donation, that percentage increases to around 70­80% when dealing with ex­
perienced donors;

2. The 4 additional features that regard donor’s past behaviour (see Table 4.6). The literature (see
Section 2.5) suggests that donor’s past behaviour is the best predictor of future behaviour. It could
be the case that those 4 additional features are helpingmodel’s to improve their ability to distinguish
between the two classes.

Nevertheless, some slight differences could be noted in the model’s performance, regarding different
segments. For instance, models trained over Lisboa’s data always had slightly better results when com­
pared to models trained in other regions. This could be seen in the results obtained by district (BD), in
which Lisboa’s segment had the highest AUCmedian, and also by the results obtained by segmenting the
dataset according to CST’s and MA’s: models trained over Lisboa’s CST outperformed the others regard­
ing its AUC median, and models trained over Lisboa’s metropolitan area also did better when compared
to models trained on other regions.

Considering the differences in the AUCmedians of model’s trained over new and experienced donors,
and given the importance that the literature gives to donor’s past behaviour as a predictor of future be­
haviour, the impact that the features that regard donor’s past behaviour had on model’s performance
should be better analysed. Section 4.4 analysis model’s feature importances.

4.4 Feature importance analysis

Analysing the determinants of donor return in the context of this dissertation and themethodology adopted
means analysing the feature importance. Feature importance is a measure of individual contributions of
the corresponding feature for a particular classifier, and it is the most commonly used model explanation
technique [87]. It allows the extraction of relevant knowledge (knowledge that provides insights into the
problem being solved) from a machine learning model, concerning the relationships learned by it.

Generally, feature importance can be divided into global and local importance’s [44]. While global
feature importancemeasures the importance of the feature for the entire model, local importancemeasures
the contribution of a feature to the results of a trainedmodel on a specific input [87]. An example of global
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feature importance are the coefficients learned in logistic regressions models. Examples of local feature
importance are Local Interpretable Model­agnostic Explanations (LIME) [82] and SHAP [62]. These
last two are also considered model­agnostic methods because instead of interpreting what the models
actually learned (which is not possible when using black­box models), they extract post­hoc explanations
by treating the original model as a black box. The separation of interpretability from the model thus frees
up the model to be as flexible as necessary for the task, enabling the use of any machine learning approach
­ including, for example, complex models such as neural networks [83].

It was decided to use SHAP as a model interpretation technique. SHAP was initially proposed by
Shapley [93] in 1953, and it is based on game theory. Lundberg and Lee [62] introduced the usage of
Shapley’s approach for the interpretation of machine learning models. SHAP builds on the assessment of
a combination of features: it calculates the predictive performance of every combination of features, with
and without a given feature. Then, it measures the change in the model prediction when conditioning a
given feature, thus allowing to quantify the contribution of each feature value for the model prediction.

4.4.1 Model selection

For feature importance analysis, it was decided to usemodels trained over the experienced donor segments
because, as shown before, they tend to perform slightly better when compared to those trained with
new donors data. Within all the models trained, it was decided to choose the best models trained over
Lisboa and Aveiro and perform an analysis of their feature importance. Models trained over Lisboa and
Aveiro were chosen due to different reasons. First, the idea was to select models trained on different data
segments to check if the most important features were the same. Then, those two segments are different
regarding dataset sizes and their percentage of positive cases. For example, Lisboa has the biggest dataset
regarding the segmentation made by districts, while at the same time, it has one of the lower percentages
of returning donors (67,1%), while Aveiro has one of the biggest (79,6&).

Given that multiple classifiers and pipelines were tested for each data segment, a criteria to choose
one classifier within all the trained ones need to be established. Within all the classifiers and pipelines
tested, it was decided to choose the classifier/pipeline combination that reached the highest AUC mean
(see tables A.1 and A.2 in Appendix A). MLP’s trained over data segments that used all the features, and
that were oversampled, were chosen as the best classifier/pipeline combination.

Recall that a nested 5*10 cross­validation procedure was used as a model evaluation technique. This
means that 5 different models were trained (on the outer loop) for each classifier/pipeline combination.
Then, to select the ’best’ of them, they were all fed with data from 2015 (unseen until then), their AUC’s
were evaluated, and the classifier with the highest AUC was chosen.
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Figure 4.19: SHAP summary plot, for the MLP trained over Aveiro’s data. This plot combines feature
importance with feature effects [68]. Each point is a SHAP value (x­axis in units of log­odds), which
measure the impact on model predictions, for a feature (Y­axis) and an instance. The colour represents
the feature value from low to high. Features are ordered according to their importance, and just the 10
most important are shown.

4.4.2 Results

Figure 4.19 shows the SHAP summary plot for the MLP trained over Aveiro’s data. It is possible to
observe that the 4 most important features are the ones that regard donors’ past behaviour. Specially
recency, which is the feature that has the greatest impact on the model prediction. The summary plot
shows that it has a negative impact on donor return when its values are pretty high.

The frequency of past donations (i.e., nr_past_donations) and the eligibility rate are the next two most
important features, and higher values of these features lead to higher SHAP values, which correspond to a
higher probability of donor return. In contrast, lower values of these features lead to a lower probability of
donor return. The number of years that had passed since the donor’s first donation (i.e., years_donating)
also had a significant impact on return. Lower values of this feature correspond to a higher probability of
donor return, while higher values had a negative impact on it. Regarding donor’s demographics, donor’s
age is the most important feature, with being older increasing the probability of donor return.

Figure 4.20 shows the SHAP summary plot for the MLP trained on Lisboa’s data. It is possible
to observe that the most important features for Lisboa also regards donor past behaviour. The patterns
observed are similar to the patterns observed in Aveiro: higher values of frequency of past donations
lead to a higher probability of donor return; higher values of recency and years donating lead to a lower
probability of donor return. However, the eligibility rate was considered the 9th most important feature
in Lisboa, while for Aveiro it was 3rd.

In Section 4.3.2 it was seen that the results of models trained over experienced donors were, in general,
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Figure 4.20: SHAP summary plot, for the MLP trained over Lisboa’s data.

slightly better when compared to the results for the same segment but regarding new donors. In this
section, it was seen that, for models trained on Aveiro and Lisboa’s data, the most important features,
according to the SHAP method, were the features regarding donor past behaviour.

However, recall that the models trained for Aveiro and Lisboa had AUC’s means (see Tables A.1
and A.2 in Appendix A) of 0.68 and 0.71, approximately, which does indicate that they were far from
being perfect in finding the function that maps the features to the target variable. In other words, the best
models found were not capable of truly distinguishing between blood donors who return and those who
do not. However, and as discussed in Section 2.5.3, if models are a poor emulation of the mechanism that
generated the data, the conclusions drawn from it may be misleading. Therefore, one should not extract
conclusions from a weak classifier and take them as ground truth. Hereupon, to analyse the real im­
pact that past features had in experienced donors segments, in Section 4.5 models regarding experienced
donors are trained, but without past behaviour features.

4.5 Training without past behaviour features

In Section 4.4 it was seen that the most important features, for models trained over Aveiro and Lisboa’s
experienced donor segments were features that regarded donor past behaviour. However, since themodels
were far from being perfect in predicting donor return, the results of the SHAP analysis could not be taken
as ground truth. The classifiers learned to give more importance to the past behaviour columns; however,
they are indeed weak classifiers, so one has to question its conclusions.

To analyse the impact that the past behaviour feature had on the results, newmachine learning models
were trained: without past features and with just past features. Afterwards, they were fed with blood
donations from 2015 (unseen during the training pipeline), and their performances were compared. Those
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Figure 4.21: ROC curves for models trained over Aveiro’s experienced donors.

validation sets included 11 872 and 86 084 blood donations for Aveiro and Lisboa, respectively. Finally,
DeLong statistical test [27] was used to make comparisons between the AUC’s. It tests whether two
models performances are significantly different while accounting for uncertainty due to randomness.

In Section 4.4 it was seen that the models that reached the highest AUC mean for experienced donors
in both Lisboa and Aveiro’s segments were MLP trained over oversampled datasets. Hereupon, AUC’s
and oversampling were just, and the models were trained without and with just past behaviour features.

Figure 4.21 shows the ROC curves for models trained over Aveiro’s data, with all the features, with
just the past features, and without the past features. We can see that the AUC for the MLP trained without
the past features was 0.60. However, when the past features were added it increased to 0.68. By training
the MLP just with the past features, it reached an AUC of approximately 0.67. Table B.1 (Appendix B)
shows the results for the DeLong statistical tests. It is possible to observe a significant increase in model
performance (p < 0.001) when the past features were added. However, there is no significant difference
(p = 0.61) in model performance when trained with all the features or with just the past features.

Figure 4.22 shows the ROC curves for models trained over Lisboa’s data. It is possible to see that by
training with the past features, or with all the features, the model had the same AUC: 0.71. By removing
the past features, it decreased 0.06 points, to 0.65. Table B.2 (Appendix B) shows the p values obtained.
It is possible to observe that same that was observed in Aveiro: there is a significant increase in models
performance when the past features are added (p < 0.001), and no significant differences were recorded
between models trained with all features and with just the past behaviour features.
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Figure 4.22: ROC curves for models trained over Lisboa’s experienced donors.

4.6 Conclusions

In Section 2.5 multiple studies that tried to identify the determinants of donors return were presented.
Much of the literature identified psychological variables, such as intention to donate, as essential factors
for donor return. Moreover, past behaviour was also identified as one of the best predictors of future
behaviour. Regardless the importance of psychological variables, in this chapter we were interested in
measuring the importance of donor’s demographic and geographic characteristics in its future behaviour.
Multiple studies tried to identify demographic determinants of donor return by using logistic regression
models and analysing their learned coefficients. However, in Section 2.5.3 it was argued that if models
were not accurate at predicting donor return, then the conclusions drawn from them could not be trusted.
Based on that, in this study, a machine learning approach was followed.

In Section 4.2 the proposed methodology was presented. The data was first segmented according
to different geographic characteristics, and within each segment, it was split into blood donations from
new and from experienced donors. For the latter group, four different variables that regard donor past
behaviour were computed. The aim of this manual segmentation procedure was to identify if different
donor behaviours exist in different geographic regions. By splitting each segment into blood donations
from new and experienced donors, one wanted to test whether different determinants existed within those
two groups of donors.

In general, the results were not promising. Models trained for new donors segments registered AUC’s
between 0.5 and 0.6, while it increased to 0.6­0.7 for experienced donors segments. No outstanding
differences were noted within models trained over different geographic segments. Since the models were
in general weak, using feature importance analysis to extrapolate conclusions regarding donors behaviour
should not be done. Thus, is not possible to confirm the hypothesis that different donor behaviours exist
in different geographic regions.

65



Chapter 4 Predicting and understanding factors contributing to donor return

Nonetheless, the difference in theAUC’s ofmodels trained over new and experienced donors deserved
a deeper analysis. Section 4.4 demonstrated that, for experienced donors, the most important variables
regarded donor past behaviour, while Section 4.5 revealed that removing the past behaviour features from
Aveiro and Lisboa datasets decreased models performance significantly. However, it was also observed
that the performance of models trained with just the past behaviour features was not significantly different
from the performance of models trained over all the features (including past behaviour features), which
suggests that the other features are not relevant for predicting donor return.

Several studies cited in Section 2.5 identified several demographic factors as determinants of donor
return. Godin et al. [42] identified age as an important factor, Kheiri et al. [56] identified donor’s body
weight and working status, and Lattimore et al. argued that genre, age, and typology of the place of living
(rural or urban) are significant factors. However, as discussed previously, those studies did not provide
any model validation technique, and therefore, their conclusions may be wrong. To the contrary, our
results suggest that no demographic or geographic factor significantly impacts donor return.

Regarding the donor past behaviour, our results are consistent with the literature. Multiple studies
have identified past behaviour as the best predictor of donor behaviour, and our results suggest that those
features are the best predictors of future behaviour, when compared to the demographic and geographic
features. However, given the performance of models trained with just past features, our results suggest
that those features alone are not enough to explain donors future behaviour.

Several motives may have contributed to the general model’s weakness in predicting donor return.
Regarding the methodology adopted, different approaches could have been followed. For instance, dif­
ferent machine learning models could have been trained, such as probabilistic or linear models. Also, the
hyperparameter space could be increased within the grid search. Regarding feature selection, chi­square
statistical tests were used. However, this method is just suitable for categorical features (both nominal
and ordinal), and the experienced donors’ segment contained one continuous feature. Nonetheless, chi­
square tests are applied to each feature independently, not considering relationships between features.
Thus, other methods could have been applied.

However, despite the methodology adopted, if the features are not informative about donor future
behaviour, the model’s performance will never be outstanding. Nonetheless, a factor that must be con­
sidered is heterogeneity. It might be the case that different homogeneous subgroups of blood donations
exists, that may vary widely from each other. In Chapter 5, clustering algorithms are applied to the dataset
to find homogeneous groups of both new and experienced donors.
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Chapter 5

Using unsupervised learning to find
homogeneous groups of blood donors

As discussed in Section 4.6, one of the reasons for the difficulty of the classifiers to perform the task
of predicting donor return following 12 months after a given donation might be the heterogeneity of the
dataset. Heterogeneity is related to the concept of dispersion, meaning that the population under study has
a high variability between its elements, which could, in turn, make the learning process more challenging.
As stated by Karpatne [52], one of the major challenges in applying the predicting learning method in
real­world applications is the heterogeneity in populations of data instances, i.e., different groups of data
instances may show different nature of predictive relationships.

As stated Section 2.5.3, one of the underlying assumptions in the predictive learning framework is
that the data instances in the training set are identical to each other, belonging to a common yet un­
known distribution. Hence, the training instances are generally considered independent and identically
distributed. In other words, the training and test sets are assumed to contain instances belonging to a sin­
gle common population, thus sharing identical (or homogeneous) relationships between input and output
variables [52]. However, those assumptions of homogeneity are violated in a number of real­word appli­
cations, because most real­word systems are composed of a plurality of data populations, with varying
properties of predictive relationships in every population, which, in turn, limits the effectiveness of pre­
dictive models.

For instance, in the problem of predicting a patient’s risk for a particular disease given their healthcare
records, different populations of individuals from diverse socio­economic and ethnic backgrounds can
show considerable variations in the relationship between their healthcare records and disease risk [52]. A
solution for this problem could be the implementation of different models of disease risk for the different
populations. Pires et al. [80, 79] also showed that in the problem of prognostic prediction of neurodegen­
erative disease, patient stratification through clustering algorithms proved to be a key tool to deal with
the heterogeneous nature of the disease.

In order to learn predictive models in the presence of heterogeneity, one approach can be to first
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divide the entire dataset into homogeneous partitions by grouping instances based on similarities between
their explanatory variables, by means of clustering algorithms. This would result in groups of instances
with similar values of explanatory variables, which are likely to share common predictive relationships
between explanatory and target variables [52]. Clustering is the process of partitioning a set of data objects
in subsets, that share similarities between objects within each cluster, but are dissimilar to objects in other
clusters. In other words, clustering allows the identification of homogeneous groups, i.e., heterogeneous
groups consisting of homogeneous elements.

This chapter describes the task of clustering blood donors, in order to search for homogeneous groups.
In Chapter 4, the blood donations were segmented according to different geographic characteristics. In
this chapter, however, we are interested in grouping blood donors, rather than blood donations. The
identification of different homogeneous groups in blood donors could be helpful for IPST, for instance
for developing different policy strategies for different blood donors’ segments.

The remainder of this chapter is organized as follows. Section 5.1 briefly describes the data used for
this task. Section 5.2 describes the methodology adopted for clustering both the new and experienced
donors segment. Finally, Section 5.3 shows the results obtained.

5.1 Data

The dataset used for this task is the same that was used in Section 4. It consisted, originally, of 583
728 blood donations made between 2016 and 2019, 54 403 of whom were from new donors, while the
remaining 529 325 donations were made by a total of 181 940 blood donors. Since we are interested
in clustering blood donors, and not blood donations, the blood donations from experienced donors were
grouped to create a blood donors dataset. The process of transforming the dataset is described in detail
in Section 5.2.

5.2 Methodology

Figure 5.1 shows an overview of the methodology followed in the present task. Using whole blood
donations from 2016­19, the first step consisted of splitting the dataset into blood donations from new
and experienced donors.

For the new donors’ segment, each record corresponds to a single donor. In other words, for that
segment, the blood donations dataset is also a blood donor dataset because single donation for each donor
is present. Since we are interested in finding homogeneous blood donors groups, there was no need to
transform the donations dataset into a donors dataset. However, for the experienced donors’ segment,
there were multiple donations for each donor, and thus, it had to be transformed into a blood donors
dataset. Hereupon, different methodologies were adopted concerning those two typologies.
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Figure 5.1: Clustering Methodology overview.

5.2.1 New donors

The methodology followed for the new donors data segment is described as follows:

1. A total of 18 979 records with missing values were removed. The final dataset contained 35 428
records;

2. The features used for the clustering task can be seen in Table 4.1.

3. In Table 4.1 it is possible to see that most features are nominal, except for four ordinal features.
Based on that, it was decided to compute the Gower distance [43] matrix: it is a distance metric
that measures the similarity between two objects containing both numeric and non­numeric at­
tributes, which uses the Manhattan distance for numerical variables, and the Dice coefficient [28]
for nominal variables;

4. The Gower’s distance matrix was then used to feed Ward’s Agglomerative Hierarchical Clustering
algorithm. As suggested by Kaufman Rousseeuw [55], the ordinal variables were normalized into
a [0,1] range and treated as numeric values;

5. For clustering evaluation, three different metrics were used: the Silhouette score [84]; Caliński
and Harabasz index [16]; and the Davies­Bouldin score [25]. The Silhouette score is calculated
using the mean intracluster distance and the mean nearest­cluster distance for each instance. It has
a range within [­1,1], and the higher the value, the higher the clustering performance. The Cal­
iński and Harabasz index measures the ratio between the within­cluster dispersion and the between
cluster dispersion, and, as with the silhouette score, higher values of this index correspond to a
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higher clustering performance. Finally, the Davies­Bouldin index measures the average similarity
between clusters, and values closer to zero indicates a better partitioning. Hierarchical clustering
requires the apriori specification of the number of clusters k. To choose the best number of clusters,
different values of k were tested, ranging from 2 to 10. For each k, the three evaluation indexes
were computed, and the best number of clusters was chosen using a majority vote, i.e., the k that
performed best in at least two of the indices was chosen;

6. After choosing the number of clusters, it was necessary to characterize the blood donors subgroups.
Thus, statistically significant differences across clusters were tested, using chi­square tests for the
nominal and binary variables, and Mann–Whitney U test [64] for the ordinal variables. Also, some
plots are presented to help visualise the differences across clusters.

5.2.2 Experienced donors

For the experienced donors, however, the methodology followed was different because those donors had
more than one donation. Given that, it was decided to transform the blood donations dataset into a blood
donors dataset. Therefore, the methodology followed for the experienced donors segment is described as
follows:

1. The first stage consisted of transforming the blood donations dataset into a blood donors dataset.
Table 4.1 contains the original dataset used as input for the transformation process. The first stage
consisted of creating dummy variables for both boolean and nominal variables. Regarding donor
demographics columns (e.g. gender; age; blood type; civil status and working situation), the last
donation from each donor was used to get each donor demographic characteristics. For this expe­
rience, it was decided to remove the temporal information regarding each donation (e.g. weekday,
weekend, week­of­month, month, semester);

2. Then, for variables regarding donation information (e.g. CST, the district capital, metropolian area,
parish TIPAU, reaction, facility centre type and place), dummy variables were created, the dataset
was further grouped by donor, and the dummies were summed. Figure 5.2 shows an example of
that transformation process. At the end of the process, we got the number of times each donor
donated in each blood centre type, for instance;

3. New variables regarding donor’s past behaviour were computed: total number of donations; mean
number of donations per year; and average interval time between donations, in days;

4. Originally, 181 940 experienced donors donated during the period under study. After transforming
it, and removing records with missing data, it ended up with 179 326 records and 48 dimensions;

5. The data was normalized to a [0,1] range;
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Blood donations dataset

Donor ID Blood Centre Type

2 Advanced Station
2 Advanced Station
2 Fixed Station

Blood donors dataset

Donor ID BCT_Other BCT_Advanced_Station BCT_Fixed_Station BCT_Mobile_Unit BCT_Physical_Space
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a)

b)

Figure 5.2: Nominal features transformation example. a) represents the original dataset (e.g. the dona­
tions dataset); b) shows the final step, in which dummy variables were first created, then the data was
grouped based on donor ID, and finally, the dummies values were summed.

6. Given the dataset size, it was impossible to compute the Gower distance matrix. It would be nec­
essary to compute a 179 326 * 179 326 distance matrix, which was not feasible due to the required
computational cost. Thus, the K­means [63] clustering algorithm was used. It is a very efficient
algorithm for clustering large datasetes, which does not require a prior computation of a distance
matrix;

7. The Silhouette, Caliński and Harabasz, and Davies­Bouldin indexes were used for clustering eval­
uation. As of hierarchical clustering, the K­means algorithm also requires the apriori specification
of the number of clusters k. Thus, different values of k were tested, and the best one was chosen
using a majority vote rule.

5.3 Results

This section describes the evaluation of the blood donors subgroups obtained by applying the proposed
clustering methodology.

5.3.1 New donors

Table 5.1 shows the results obtained by clustering the new donors data with Gower’s distance measure
and Hierarchical clustering. As stated previously, the choice of the number of clusters was based on
majority vote rule, i.e., the best value of k is the one that has the highest score in the majority of the
metrics considered. Hereupon, the values were best for k = 2.

The clustering analysis resulted in 2 blood donors subgroups. Table 5.2 shows a characterisation of
each cluster and of the whole dataset used for clustering. It is possible to observe that Cluster 1 joined 25
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Table 5.1: Values obtained for clustering evaluation metrics Silhouette, Calinski­Harabasz, and Davies­
Bouldin scores, for new donors.

k Silhouette Score Calinski­Harabasz Davies­Bouldin
2 0.119 2 863.940 2.090
3 0.093 1 914.518 2.476
4 0.077 1 609.086 2.393
5 0.067 1 291.457 2.369
6 0.044 1 125.282 2.319
7 0.042 983.746 2.340
8 0.088 1 631.109 2.373
9 0.087 1 501.852 2.450
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Figure 5.3: Donor’s Age (A) and Working Situation (B) distributions, by cluster. The values were nor­
malized, to get a better understating of the differences across distributions.

875 blood donors, while the Cluster 2 grouped 9 553 donors. Regarding statistical significance, all the
variables with the exception of Gender, Blood Type, and Reaction had p­values < 0.01.

Figure 5.3 shows donor’s age and working situation distributions by Cluster. It is possible to observe
that Cluster 1 has more students in comparison with Cluster 2. On the other hand, Cluster 2 has a bigger
percentage of employed donors. Regarding age, donors in Cluster 2 tend to be older than those in Cluster
1.

Figure 5.4 shows the distribution of three variables regarding the place where the donation was made.
It is possible to observe that regarding the TIPAU topology (Figure 5.4 ­ A), almost 100% of the blood
donors within Cluster 1 had made their donation in APU areas, while that value decreases to around 90%
for the Cluster 2 members, with the remaining 20% being split across AMU and APR areas. Regarding
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Table 5.2: Characterisation of the 2 clusters obtained from the new donors segment. The ordinal variables
are described as medians, and the nominal as modes. p­values for the comparison of the characteristics
across clusters.

Characteristic Cluster 1 Cluster 2 Dataset p­value
Number of Donors 25 875 9 553 35 428 ­
Gender Female Female Female > 0.05
Age (25,34) (25,34) (25,34) < 0.01
Blood Type A+ A+ A+ > 0.05
Nationality Portuguese Portuguese Portuguese < 0.01
Civil Status Single Single Single < 0.01
Working Situation Employed Employed Employed < 0.01
Blood Centre Parish TIPAU APU APU APU < 0.01
Month June July June < 0.01
Week day Wednesday Saturday Thursday < 0.01
Week of Month 2 2 2 < 0.01
Weekend False True False < 0.01
Semester 1 2 1 < 0.01
CST Lisboa Porto Lisboa < 0.01
District Capital True False False < 0.01
Metropolitan Area Other Other Other < 0.01
Donor Parish TIPAU APU APU APU < 0.01
Reaction False False False > 0.05
Facility Centre Type Brigada Brigada Brigada < 0.01
Place Outra Outra Outra < 0.01
Return after a year False True False < 0.01
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Figure 5.4: Blood Centre Parish TIPAU (A),Metropolitan Area (B), and District Capital (C) distributions,
by cluster. The values were normalized, to get a better understating of the differences across distributions.

metropolitan areas, it is possible to observe that more than 60% of the donations in Cluster 2 were made
outside AML and AMP areas, while this value stands around 40% in cluster 1 members. Thus, donors in
Cluster 2 tend to give more outside the metropolitan areas when compared to donors in Cluster 1. Finally,
a noteworthy difference in the distribution can be seen in Figure 5.4 (C): more than 80% of donations
from Cluster 2 were made outside the district capitals, while this value decreases to around 40% for the
Cluster 1 members. In summary, those three plots show a trend: Cluster 2 members tend to donate outside
big metropolitan areas and district capitals compared to Cluster 1 members.

Figure 5.5 shows theWeekday (A) andWeekend (B) distributions by clusters. It is possible to observe
a remarkable difference regarding the behaviour of those two types of donors: more than 90% of the
Cluster 1 members donate during the week, while more than 80% of those in Cluster 2 donate during the
weekend.

Finally, Figure 5.6 shows the distribution, by cluster, of the variable that regards donor return follow­
ing a year after its first donations. It is possible to observe that donors within Cluster 2 came back for a
second donation more often than those in Cluster 1. Just 42% of those within Cluster 1 come for a second
donation, while this number increases to 53% for cluster 2 donors.

5.3.2 Experienced donors

Table 5.3 shows the results obtained by clustering the experienced donors’ data with the K­means algo­
rithm. Given the majority rule, the number of clusters chosen was 2.

Cluster 1 grouped 63 038 blood donors, while Cluster 2 grouped 116 288 donors. Statistical tests
were used to compare the distribution of the features across clusters to understand the two blood donors
subgroups formed by the K­means. The Kruskal–Wallis H test [58] was used for the continuous features,
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Figure 5.5: Weekday (A) and Weekend distributions by cluster.
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Figure 5.6: New donor’s return for a second donation, following a year after its first donation, by cluster.

Table 5.3: Values obtained for clustering metrics Silhouette Score. Calinski­Harabasz Index and Davies­
Bouldin Score, for experienced donors.

k Silhouette Score Calinski­Harabasz Davies­Bouldin
2 0.136 12 297.778 3.534
3 0.039 10 194.992 3.466
4 0.052 9 374.231 3.003
5 0.048 8 927.629 2.909
6 0.074 8 440.446 2.663
7 0.068 7 752.553 2.885
8 0.064 7 724.620 2.490
9 0.068 7 381.700 2.447
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Table 5.4: Characterization of the two resulting clusters obtained from the experienced donors’ segment,
according to donor demographics and past behaviour. Ordinal and continuous features are described as
median (inter­quartile range), and nominal variables as %. p­values for the comparison of the character­
istics across clusters.

Feature Cluster 1 Cluster 2 Dataset p­value
Male % 56.33 43.65 48.11 <0.01
Female % 43.67 56.35 51.89 <0.01
Age 45­54 35­44 35­44 <0.01
Single % 14.11 49.14 36.83 <0.01
Married % 78.03 41.82 54.55 <0.01
Employed % 88.51 63.27 72.15 <0.01
Unemployed % 8.3 4.86 6.07 <0.01
Student % 0.83 14.77 9.87 <0.01
Number of donations 23.0 (15.0­32.0) 6 (4.0­11.0) 14.14 (5.0­21.0) <0.01
Mean donations per year 1.93 (1.59­2.33) 1.18 (0.75­1.73) 1.56 (1.0­2.0) <0.01
Average interval time between donations 199.0 (167.0­243) 367 (249.0­609.0) 435.48 (196.0­461.0) <0.01

while Chi­squared tests were used for nominal and ordinal features.

Table 5.4 shows the characterization of each cluster, according to donor demographics and past be­
haviour features 1. By analyzing it, it gets clear that the K­means algorithm grouped the dataset according
to the past behaviour. Donors in Cluster 1 have a median number of donations of 23, while those in Clus­
ter 2 have a median of 9. The median number of donations per year of Cluster 1 members is 1.93, while
this value decreases to 1.18 for Cluster 2 members. Regarding the average interval between donations,
50% of the donors within Cluster 1 donated every 199 days or less, while this indicator increases for one
donation every 367 days (or less) for Cluster 2 members. This analysis shows that Cluster 1 members
could be described as those who donate more regularly.

The difference across clusters is also significant regarding donors demographics. Despite the dataset
having more female than male donors, those who donate more regularly tend to be males. Cluster 1
members also tend to be older and have a higher percentage of married and employed donors than Cluster
2 members. On the contrary, Cluster 2 members tend to be younger, almost half of them (49,14%) are
single, and have significantly fewer employed donors than Cluster 1 members.

Regarding blood type, no significant differences among clusters were observed. Concerning the fea­
tures that regard the donation information, for which dummies variables were created and their values
were summed after grouping by donor ID, no significant difference among clusters was recorded.

1For a better representation, just the significant different characteristics across clusters are shown.
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5.4 Conclusions

In several different domains, the literature has shown that an effective technique to increase models per­
formance was the identification of subgroups in a given population and the posterior model training on
top of each subgroup. In Chapter 4 the data was segmented according to different geographic character­
istics, and machine learning models were trained on top of each segment. However, in this chapter, one
was interested in applying unsupervised learning techniques to find homogeneous groups of both new
and experienced blood donors.

Different approaches were followed regarding new and experienced donors. For new donors, the
donations dataset could also be considered a donor’s dataset because each donor just had a single donation.
In this case, Gower’s distance matrix was calculated and used to feed a Hierarchical Clustering algorithm.
For experienced donor’s, however, the procedure followed was different because multiple donations were
present for each donor. Thus, the blood donations dataset was transformed into a blood donor’s donors
dataset: dummies were created for each nominal and boolean variable, the data was grouped by donor
ID, and the dummies were summed up.

For new donors, two subgroups were found. Despite the Silhouette Scores being low for all the k val­
ues tested, it was decided, by majority vote, to select k = 2. The cluster analysis performed had shown
that two subgroups found were majorly different regarding the day of the week in which donations were
made. Cluster 1, which contained 25 875 donations (73% of the dataset), was majorly composed of do­
nations made during the week, while Cluster 2 grouped donations made during the weekend. However,
independent statistical analysis had shown that the elements within those two subgroups differed regard­
ing donors demographics. Donors from Cluster 1 tend to be younger, to donate more in metropolitan
areas and district capitals, and to donate during the week. Cluster 1 members tend to return less after
one year following their first donation than those within Cluster 2. On the contrary, Cluster 2 members
tend to be older, to donate during the weekend, and to donate more outside district capitals and the two
metropolitan areas. Members of Cluster 2 also tend to return more often after one year following their
first donation than members of Cluster 1.

For experienced blood donors, two subgroups were also found: Cluster 1 with 63 038 donors (35,1%)
and Cluster 2 with the remaining 116 288 (64,9%) donors. The analysis had shown that those subgroups
were significantly different regarding their past behaviour and demographics. Cluster 1 contained donors
who donated more in the past, which tend to be male, older, married and employed, and tend to donate
more regularly (one donation every 207 days, on average). On the other hand, Cluster 2 grouped those
who donated less regularly (one donation every 503 days, on average). Statistical analysis had shown
that those who donate less regularly had a significantly higher percentage of females, singles, youngsters,
and students when compared to Cluster 1 members.

The results of the clustering tasks might be helpful for IPST. For instance, the clustering of new
donors has shown that those who tend to return for a second donation are generally older. However, to
maintain a constant and adequate blood supply, efforts should be made to retain young donors by turning
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them into regular ones. The clustering of experienced donors had shown a similar pattern: those who
donate more frequently are generally older. It might be related to the notion of habit, which is defined
in the literature (see Section 5.4) as a semi­automatic performance of a well­learning behaviour. Those
who donate more frequently might have formed a habit, while those who donated less have not. Thus,
IPST should make efforts to increase the frequency of donation of those who donate less frequently.

The conclusion of this chapter deserves a discussion regarding the clustering algorithms used. Differ­
ent approaches for clustering the blood donors datasets could have been followed. However, clustering
mixed­type data (i.e. data consisting of numerical and categorical variables) is always a challenging task,
for which few clustering methods are available [7]. Many clustering algorithms can only handle data
that contain either numeric or categorical features [2]. Clustering algorithms group data points into clus­
ters using some notion of similarity, which can be as simple as Euclidean distance for numeric columns.
However, computing distance­based similarity measures for categorical data is a challenging task [2].

Nonetheless, theK­prototypes [48] algorithm could have been used. It integrates theK­means, and the
K­modes [47] processes to cluster mixed­type data, and, as such, it uses Euclidean distance for numeric
values and the Hamming distance for categorical values to measure the similarity between data points.
However, evaluating the results of this method is not a straightforward task. As stated by Rabea et al.
[7], many cluster validation indices are not suitable for mixed­type data. For instance, the Silhouette
Score, one of the most used metrics for clustering evaluation, uses Euclidean distances to measure how
far each data point is from its cluster and the nearest cluster. However, using a single distance metric for
evaluating clusters that were grouped according to two different distance metrics is not a good approach.
Therefore, Rabea et al. [7] implemented an extension for multiple evaluation metrics in order to cover
mixed­data types. However, those extensions require the computation of distance matrices, which is not
suitable for big datasets.
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Conclusions

This dissertation aimed to identify the determinants of blood donor return. Based on the experiences
made, in which machine learning models were trained on top of different blood donations segments, it
can be concluded that donors demographics, as well as temporal and geographic information regarding
the donation (e.g. when and where the donation was made), are not sufficient to predict donor return.
However, the experiences made for donors who have made more than one donation (i.e. experienced
donors), and for which it was possible to compute features regarding their past behaviour, has shown
that past behaviour features are the best available predictors of donors future behaviour. Nonetheless, it
was possible to demonstrate that even the past behaviour features are not enough to predict donors future
behaviour.

This dissertation was motivated by a gap identified in the literature. Several studies tried to identify
the determinants of donor return by using mainly logistic regression models. Some of them identified
demographic factors as important for donor return, such as donor age, sex, or education level. However,
none of those studies providedmodel evaluationmetrics. As such, it was argued that if models are weak at
emulating the phenomenon that generated the data, i.e., if models are not good at predicting donor return,
then the conclusion drawn may be misleading. Thus, this dissertation aimed at finding the determinants
of donor return by using the most recent machine learning and model evaluation techniques.

In the literature, it was shown that, in different countries, donors behaviour changed according to
the geographic region where the donation was made. For instance, some studies identified different
donor behaviours according to the level of urbanization concerning where the donation was made. Those
studies stated that those who donate in rural areas tend to return more frequently than those who donate
in urban areas. Given that, it was decided to split the donations dataset according to different geographic
characteristics and train machine learning models on top of each segment to search for different donors
behaviours in different regions. Additionally, the literature also made a distinction between new and
experienced donors to find the determinants of return for those two different types of blood donors. Thus,
for each data segment, machine learning models were trained for both new and experienced donors.

Themodels’ evaluation results were not promising. In general, models tended to beweak in predicting
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donor return. Furthermore, no significant differences in models performances were recorded across the
geographic segments. Given the general weakness in model performance, it was not possible to analyse
feature importance to search for different determinants in different geographic regions.

However, regarding the segmentation according to new and experienced donors, it was possible to
observe significant differences in models trained on top of those two types of donors. The model trained
for experienced donors performed significantly better than those trained for new donors. Furthermore,
an analysis of feature importance for experienced donors, using the state­of­the­art model agnostic tech­
niques, has shown that the most important features in predicting donor return were the ones that regarded
donor past behaviour.

To understand the impact of past behaviour features on models performance, models for experienced
donors were trained with just the past behaviour features, and without the past behaviour features. The
results have shown that, by training with just the past behaviour features, models reached the same per­
formance as when trained with all the features (i.e. with donor demographics and features regarding the
donation). On the contrary, models’ performances decreased significantly when past behaviour features
were removed.

The general weakness in predicting donor return might be due to different reasons. For instance, it
might be the case that donors future behaviour is influenced by variables not available on the dataset. On
the other hand, the act of blood donation might be somehow circumstantial or random. A high level of
randomness in a given phenomenon would probably generate a dataset with a high level of heterogeneity,
which in turn, turns the learning task more challenging for the machines. Thus, one was interested in
using unsupervised learning techniques to search for homogeneous groups of blood donors, that might
share similar characteristics. One of the major assumptions in the machine learning framework is that
the training instances in the training set are identical to each other, belonging to a common distribution.
Thus, training machine learning models on top of highly heterogeneous populations may lead to poor
performances. Hence, unsupervised learning techniques were used to search for homogeneous groups of
both new and experienced donors.

Regarding new donors, two subgroups were found. The first subgroup was composed mainly of
donors who donate during the week, which tend to be younger, donate more in metropolitan areas and
district capitals, and return less after one year following their first donation. The other subgroup contained
donors who tend to be older, to donate during the weekend, and to donate more outside district capitals
and metropolitan areas. Donors within that subgroup also tend to return more often one year following
their first donated, than those in the first subgroup.

For experienced donors, two subgroups were also found. The clustering algorithm separated the
experienced donors majorly according to their past behaviour. In one subgroup were donors who tend
to donate more frequently, which tend to be male, older, married and employed. On the contrary, the
other subgroup contained donors with significantly higher percentages of females, singles, students, and
youngsters, compared with the first subgroup.

The two subgroups found, for both new and experienced donors, has shown that those who returned
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more often for second donations, as well as those who donate more frequently, tend to be older. However,
to maintain a safe blood supply, IPST should encourage new donors to donate more often, by turning them
into regular donors.

6.1 Contributions

The conclusion of this dissertation deserves a reflection regarding its impact on the scientific field. This
work presented a contribution to the research topic in several ways: by overviewing and reviewing the
literature; by using considerably more data when compared with the related studies; and by using the
most recent machine learning, model evaluation and interpretability techniques. The main findings of
this dissertation are summarized as follows:

• Contrary to existing literature, our results demonstrate that donor demographics, as well as features
regarding the donation, are insufficient to predict donor return;

• Regarding past behaviour features, our results are in line with the literature, which suggests that
those are the best predictors of donors future behaviour;

• However, even with the past behaviour features, models achieved considerable low scores, mean­
ing that they were unable to truly distinguish between donors who returned for a future donation
and those who don’t. As such, it is not possible to state that past behaviour features are accurate
predictors of future behaviour;

• Two subgroups of new donors were found, by using clustering algorithms. An analysis of those
subgroups found that those who return more often for a second donation tend to be older and to
donate during the weekend, mainly outside district capitals and metropolitan areas;

• Two subgroups of experienced donors were also found. The clustering algorithm segmented the
experienced donors according to how frequently they donated. An analysis of those subgroups
found that those who donate more frequently tend to be male, older, married and employed.

6.2 Future Work

For future work, it would be interesting to apply machine learning models on top of the subgroups found
by the clustering algorithms. Probably it would be easier for the machines to predict donor return in the
subgroups that return more often and donate more frequently. As such, it would be interesting to find
which factors most affect the return on donors that donate more often, as to how those determinants differ
from those who do not return so frequently.
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Given the general weak performance of the models trained in this work, it was not possible to estimate
the impact that donors demographics, as well as the features regarding the donation, have on their future
behaviour. Moreover, more research is needed to understand which factors influence donors return the
most, and why some donors return more often than others.
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Appendix A

Results for experienced donors, Aveiro and
Lisboa

Table A.1 shows the results for all the classifiers/pipelines regarding experienced donors who donated in
Aveiro.

For some experiences, the ADB classifier thrown an error during the training. The error is related
with the communication protocol between processes (models were trained usingmulti­processing1), when
using pickle2 objects of a considerable size, under non­Windows environments. This bug3 was fixed on
Python 3.8, however, this models were trained under Python 3.7.3, and it was not possible to retrain them.

1https://docs.python.org/3/library/multiprocessing
2https://docs.python.org/3/library/pickle
3https://bugs.python.org/issue35152
4All the features available, or the 7 most significant features according to the chi­squared tests
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Table A.1: Results for all classifiers and pipelines trained on experienced donors in Aveiro.

Classifier Sampling Features used4 Mean AUC STD AUC
Random Forest All 0.604963 0.006343
Random Forest 7 0.599390 0.007160
Random Forest SMOTETomek All 0.610784 0.009516
Random Forest SMOTETomek 7 0.617384 0.007790
Random Forest TomekLinks All 0.628555 0.009536
Random Forest TomekLinks 7 0.612555 0.008458
MLP All 0.569029 0.030757
MLP 7 0.561436 0.021200
MLP SMOTETomek All 0.676893 0.010182
MLP SMOTETomek 7 0.666397 0.011323
MLP TomekLinks All 0.604214 0.015083
MLP TomekLinks 7 0.588613 0.017479
Gradient Boosting All 0.592055 0.007713
Gradient Boosting 7 0.576888 0.006481
Gradient Boosting SMOTETomek All 0.603308 0.006992
Gradient Boosting SMOTETomek 7 0.633432 0.011989
Gradient Boosting TomekLinks All 0.615536 0.008599
Gradient Boosting TomekLinks 7 0.597102 0.005924
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Table A.2: Results for all classifiers and pipelines trained on experienced donors in Lisboa.

Classifier Sampling Features used Mean AUC STD AUC
Random Forest 0.678459 0.004292
Random Forest 7 0.643043 0.004291
Random Forest SMOTETomek 0.679678 0.004714
Random Forest SMOTETomek 7 0.650002 0.004179
Random Forest TomekLinks 0.696704 0.003621
Random Forest TomekLinks 7 0.651755 0.005047
MLP 0.678380 0.010670
MLP 7 0.682102 0.010132
MLP SMOTETomek 0.708058 0.005488
MLP SMOTETomek 7 0.707395 0.006365
MLP TomekLinks 0.694556 0.007865
MLP TomekLinks 7 0.683363 0.006582
Gradient Boosting 0.680328 0.005562
Gradient Boosting 7 0.679177 0.006393
Gradient Boosting SMOTETomek 0.685398 0.006623
Gradient Boosting SMOTETomek 7 0.703071 0.005785
Gradient Boosting TomekLinks 0.698690 0.005676
Gradient Boosting TomekLinks 7 0.685632 0.009922
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Appendix B

DeLong statistical test p­values

Table B.1: DeLong statistical test p­values, for Aveiro’s models

Just past features Without past features With all features
Just past features
Without past features 2.58E­28
With all features 0.61 9.07E­32

Table B.2: DeLong statistical test p­values, for Lisboa’s models

Just past features Without past features With all features
Just past features
Without past features 1.62E­17
With all features 0.48 6.23E­32
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